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Internet addiction refers to excessive internet use that interferes with daily life. Due to its negative impact on college students’
study and life, discovering students’ internet addiction tendencies and making correct guidance for them timely is necessary.
However, at present, the research methods used in analyzing students’ internet addiction are mainly questionnaires and statistical
analysis, which relies on the domain experts heavily. Fortunately, with the development of the smart campus, students’ behavior
data such as consumption and trajectory information in the campus are stored. With this information, we can analyze students’
internet addiction levels quantitatively. In this paper, we provide an approach to estimate college students’ internet addiction
levels using their behavior data in the campus. In detail, we consider students’ addiction towards the internet is a hidden variable
which affects students’ daily time online together with other behavior. By predicting students’ daily time online, we will find
students’ internet addiction levels. Along this line, we develop a linear internet addiction (LIA) model, a neural network internet
addiction (NIA) model, and a clustering-based internet addiction (CIA) model to calculate students’ internet addiction levels,
respectively. -ese three models take the regularity of students’ behavior and the similarity among students’ behavior into
consideration. Finally, extensive experiments are conducted on a real-world dataset. -e experimental results show the effec-
tiveness of our method, and it is also consistent with some psychological findings.

1. Introduction

Internet addiction disorder refers to excessive internet use
that interferes with daily life [1]. Some research shows that
the addiction towards the internet has a negative impact on
college students, such as the backwardness of study, health,
and social relationship [1–3]. -erefore, it is necessary to
discover students’ addiction tendencies towards the internet
and make correct guidance for them.

At present, related works of internet addiction are
concentrated on psychological fields. Such works focus on
the causes, the influence of internet addiction, and internal
mechanisms leading to internet addiction, together with
methods to eliminate internet addiction. -ere are few
works on calculating internet addiction levels quantitatively.
Besides, the methods used for analyzing are mainly ques-
tionnaires and statistical analysis, which are cumbersome
and relies on the domain experts heavily. -erefore, it is

necessary to develop an approach to explore students’ in-
ternet addiction level quantitatively and automatically.

Fortunately, with the development of the smart campus,
students’ behavior data are collected, such as the access data
and consuming data.With these data, it is possible to analyze
students’ internet addiction levels quantitatively.

To this end, in this paper, we propose an approach to
estimate students’ internet addiction levels using their be-
havior data. Currently, there is no method to evaluate
students’ addiction level precisely, so we are unable to study
it with supervised methods explicitly. Instead, we can cal-
culate students’ internet addiction level through another
task. In detail, based on the definition of internet addiction,
we consider that the student’s internet addiction level is a
hidden variable, which will affect students’ daily time online.
Besides, student’s behavior data such as consuming data and
the internet access gap reflect student’s daily activities, which
may also influence the time they spend online. -en, we can
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predict students’ online time with their behavior data and
internet addiction level. -rough such a task, the internet
addiction value can be inferred. Along this line, we propose a
linear internet addiction (LIA) model, a neural network
internet addiction (NIA) model, and a clustering-based
internet addiction (CIA) model to capture the relationship
between students’ behavior data, internet addiction, and the
time they spend online every day.

Furthermore, students have fixed disciplines every week,
which leads to the regularity of time they spend online every
week. LIA and NIA models take the regularity of students’
behavior into consideration, and the CIA model mainly uses
the relationship among students’ behavior to learn their
internet addiction level. Finally, we conduct extensive ex-
periments on a real-world dataset from a Chinese college,
including internet addiction calculation, internet addiction
verification, and internet addiction analysis experiments.
Particularly, to verify the internet addiction value we cal-
culate is credible, we compare our results with the results
evaluated from the psychological scale. -e experimental
results demonstrate the correctness and effectiveness of the
model we propose. And the results are also consistent with
some psychological findings.

2. Related Work

-e main related work of this paper can be divided into two
parts: internet addiction analysis and campus data mining.

2.1. Internet Addiction Analysis. Internet addiction analysis
is a research direction in the psychological field. Some works
focus on the causes of internet addiction. Researchers found
that interpersonal difficulties, psychological factors, social
skills, etc., are all reasons for internet addiction [1, 4, 5].
Other works aim at finding the influence of internet ad-
diction. Upadhayay et al. claimed that excessive use of the
internet would lead to the drawback of the study [2]. He et al.
explored internet addiction’s influence on the sensitivity
towards punishment and award [6]. -eir result shows that
people with serious internet addiction are more sensitive to
risk. -ere are also some works about the inner mechanism
of forming internet addiction. Zhang et al. focused on the
inner reason of family function’s negative influence on
internet addiction. -ey revealed that the stability and de-
velopment of family might affect users’ mental situations
such as dignity and loneliness, and then such mental situ-
ations will have an influence on internet addiction [7]. Zhao
et al. noticed that stressful life events make users feel de-
pressed, which causes the user addicted to the internet [8].

2.2. CampusDataMining. Data are produced everywhere in
our daily life activities, for example, the consumption rec-
ords, chatting records, web browsing records, and so on.
Using such data, we are able to make some interesting
applications, such as tag recommendation, which suggests a
list of tags when a user wants to annotate an item.Wang et al.
proposed the TAPITF model to combine both time
awareness and personalization aspects into tag

recommendation task [9]. Campus data mining refers to
solving problems on campus with data mining methods.
Some works mainly analyze students’ daily behavior in life.
Guan et al. predicted students’ financial hardship through
their smart card usage, internet usage, and students’ tra-
jectories on campus (Dis-HARD model) so that the school
can offer those students with stipend portfolios [10]. Based
on this work, Ye et al. proposed a CS3G model [11], which
predicted stipend portfolios with multimodal data. -eir
work has higher accuracy compared to the Dis-HARD
model and protects students’ privacy. -e Bayesian method
is widely used in many fields. Wang et al. proposed a
Bayesian probabilistic multitopic matrix factorization model
for rating prediction [12]. And similarly Zhu et al. proposed
an unsupervised method under the framework of empirical
Bayes to calculate students’ procrastination value with their
borrow info in the library [13]. Peng et al. proposed a deep
topical correlation analysis approach to track students’
thoughts and serve the development of smart campus using
multimodal data [14]. -ere are also some works aiming at
analyzing students’ studying process and improving their
performance in class, which is called educational data
mining (EDM). For example, Burlak et al. identified if a
student is cheating in an exam by analyzing their interactive
data with online course systems such as start time, end time,
IP address, and access frequency [15]. Abdi et al. predicted
students’ grades based on their answers to usual work and
duration of stay on a question [16].

Above all, to the best of our knowledge, there is no work
on analyzing internet addiction using students’ daily be-
havior. And we are the first to analyze internet addiction
based on their behavior data with data mining methods.

3. Preliminaries

Internet addiction is an abstract concept in the psychological
field, so it is hard to give a measurable definition of internet
addiction. To solve this problem, we first make a reasonable
assumption about internet addiction. -en, based on this
assumption, we calculate the internet addiction value using
students’ behavior data.

3.1. Internet Addiction Assumption. Psychological research
shows that most college students are addicted to the internet
[17]. And we mentioned that internet addiction refers to
excessive use of internet interfering with daily life.-erefore,
students with different internet addiction levels are very
likely to spend different time online. Besides, different be-
haviors show the different activities in school, which in turn
also leads to different online time. And students of different
genders or departments will also have some differences in
the internet use.

Based on such fact, we assume that internet addiction is a
hidden factor, which may influence students’ daily time
online together with their behavior and profile information.
-erefore, we will learn such factors by modelling how
students’ internet addiction and behavior influence daily
online time. To simplify the problem, we also assume stu-
dents’ internet addiction level will not change in a semester.
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3.2. Problem Formulation. Since we do not have any label
about internet addiction level, we cannot use supervised
methods to study students’ internet addiction value. -us,
we need to estimate it through some known data. Based on
our assumption that the internet addiction value is a hidden
variable, which may affect the time students spend online,
the value can be learned by predicting students’ daily online
time.

Formally, we define au as the internet addiction level of
student u. Daily time online sequence of student u during a
period T is represented as Tu(t)􏼈 􏼉. And the daily behavior
sequence of u during the same period is represented as
Bu(t)􏼈 􏼉. We also define the personal profile information of
student u as pu􏼈 􏼉. Our task is to model the relationship
au, pu, Bu(t)􏼈 􏼉⟶ Tu(t)􏼈 􏼉, which is how students’ behavior
and internet addiction influence their daily time online.
-en the internet addiction level au can be calculated from
this model. Note that t above is in the set T.

4. Internet Addiction Calculation Model

To calculate students’ internet addiction level, we propose
three internet addiction calculationmodels: the linear internet
addiction (LIA) model, the neural network internet addiction
(NIA) model, and the clustering-based internet addiction
(CIA) model. For the LIA model, we mainly consider the
linear relation between students’ behavior, internet addiction
level, and their daily online time. Furthermore, since the
neural network is powerful to capture the higher order re-
lation among features, we explore the NIA model to find that
nonlinear relation between students’ behavior, internet ad-
diction level, and their daily online time.

As for the CIA model, instead of directly studying the
relation between students’ behavior, internet addiction level,
and their daily online time, we think that students who
spend more time online than the normal online time are
more likely to be addicted to the internet. So we devise a
clustering-based method to find the normal online time and
then regard the difference between students’ actual online
time and the normal online time as their internet addiction
level.

In this chapter, we first describe these three models in
detail, and then we will discuss the advantages and disad-
vantages of each model.

4.1. Linear Internet Addiction (LIA) Model. In this section,
we first introduce how we use a linear model to reveal the
relationship of au, pu, Bu(t)􏼈 􏼉⟶ Tu(t)􏼈 􏼉. -en to
strengthen the model, we take the regularity of students’
behaviors into consideration.

4.1.1. Naive LIA. Based on the internet addiction assump-
tion, the behavior is a factor which will influence students’
online time. However, different kinds of behaviormay have a
different effect. -erefore, a weight vector is necessary to
represent the different effects of each kind of behavior. -e
impact of behavior on online time is not different in in-
dividuals, so every student shares this weight vector. We deal

with different kinds of personal attributes in the same way.
Besides, even two students have the same behavior and
personal attributes, and they may still spend different time
online because of the difference in their addiction level
towards the internet. We suppose that different internet
addiction level is the only reason which causes different time
online with the same behavior and personal attributes. Here
comes our naive linear internet addiction model:

yu(t) � wxu(t) + au, (1)

where yu(t) represents the duration student u spend online
at time t. xu(t) refers to the combination of behavior vector
and personal attributes of student u at time t, and w is the
weight vector of that combined vector. au here is the internet
addiction level of student u. Our task is to find the value of au

and w that minimize the loss function, that is,

argmin
w,au

􏽘
u∈U

􏽘
t∈T

yu(t) − w
T
xu(t) − au􏼐 􏼑

2
+ λ‖w‖

2
+ μ 􏽘

u∈U
a
2
u.

(2)

-e item λ‖w‖2 is used to prevent the model from
overfitting. μ􏽐u∈Ua2

u can be used to adjust the weight be-
tween the behavior and internet addiction.

4.1.2. LIA with Regular Behavior. College students usually
have a fixed curriculum. -erefore, their behavior has some
regularity every week, which will also lead to the regularity of
the time they spend online. Take student u as an example;
courses on Monday are kind of boring, so he spends a lot of
time surfing the internet. However, courses on Tuesday are
hard, which means he must pay attention to the class, so he
may not surf the internet in class. Based on such facts, it is
necessary to take the regular online time into consideration.

So, we modify our linear internet addiction model by
adding an item du(π(t)) to represent the regular online time
of student u at time t. Due to the characteristics of the college
study, they perform similar online habits every week. So here
π(t) means which day of time t is of the week it belongs to,
and du(x) means the regular online time of the day x of the
week. Here comes our new model:

yu(t) � wxu(t) + au + du(π(t)). (3)

For the convenience of calculation, we define x2u(t) as
an 8-dimensional vector with the first item one standing for
the internet addiction and others being a one-hot repre-
sentation of the week. -e formula above is equal to

yu(t) � w
T
xu(t) + w

T
u x2u(t), (4)

with x2u being equal to

1, π1(t), π2(t), π3(t), π4(t), π5(t), π6(t), π7(t)( 􏼁, (5)

πi(t) �
1, if π(t) � i;

0, otherwise.
􏼨 (6)

Our task is to find a suitable w and wu that will minimize
the loss function, the first item of wu is the internet addiction
level of student u:
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argmin
w,wu

􏽘
u∈U

􏽘
t∈T

yu(t) − w
T
xu(t) − w

T
u x2u(t)􏼐 􏼑

2
+ λ‖w‖

2

+ μ 􏽘
u∈U

wu

����
����
2
.

(7)

Similarly, we add λ‖w‖2 to prevent the formula from
overfitting, and we use the formula μ‖wu‖2 to adjust the
weights between behavior, personal attributes, internet
addiction level, and regular habits.

4.2. Neural Network Internet Addiction (NIA) Model. -e
neural network is able to model the high-level relationship
among features. It is powerful in a variety of application
scenarios [18–20]. For example, in the tag recommendation
task, Yuan et al. utilized the multilayer perceptron to model
the nonlinearities of interactions among users, items, and
tags [21]. In this section, we develop a neural network in-
ternet addiction (NIA) model to represent the nonlinear
influence of students’ behaviors, personal attributes, internet
addiction, and their regular behavior on their daily online
time.

4.2.1. Network Structure. -eneural network consists of two
parts: the public part and the private part. We use the public
part to represent that the effect of the behavior and personal
attributes on daily online time is not different in individuals,
which means the input of the public part is the combination
of the behavior vector of student u on time t and his personal
attributes vector xu(t). -e weight matrix Vc and the
threshold vector λc of this part will update every iteration.

Because the internet addiction level and regular behavior
are different in individuals, we use a private part to depict
such characteristics. Every student has his own weight
matrix Vu and threshold vector λu, and the parameters will
only be updated when the corresponding student’s data are
used as the input. -e private input x2 of student u on time t
is the same as vector (5). To ignore the influence of regular
behavior, we can also only keep the first item of vector (5).

-e target output of themodel is the actual online time of
student u on time t: 􏽢yu(t).

-e structure of the network is shown as Figure 1.
Using the symbol we mentioned, the output of the public

hidden layer is

bc � fc Vc xu(t) − λc( 􏼁. (8)

-e output of the private hidden layer is

bu � fu Vu x2 − λu( 􏼁, (9)

and the output of the network is

yu(t) � fo W concat bc, bu( 􏼁( 􏼁 − θ( 􏼁, (10)

where fc, fu, andfo are the activation functions of the
public hidden layer, private hidden layer, and the output
layer and θ is the threshold of the output layer. -e network
will update for every input, and the loss function we use is
the mean square error:

E �
1
2

􏽢yu(t) − yu(t)( 􏼁
2
, (11)

where 􏽢yu(t) represents the actual online time of some
student u on time t and yu(t) is the output of the whole
model.

4.2.2. Internet Addiction Calculation. After the neural
network training is completed, the sum of the contribution
that internet addiction gives to the private hidden units is the
value of students’ internet addiction levels. We will calculate
the internet addiction value as below:

au � 􏽘

qu

i�1
Vuij, (12)

where qu stands for the number of private hidden layer units.
j is the corresponding index of internet addiction in the
private part input vector, and here the index is one. Vu is the
matrix, which connects the input layer and hidden layer of
the private part. Vuij represents the i-th row and the j-th
column value of the matrix Vu.

4.3. Clustering-Based Internet Addiction (CIA)Model. In this
section, we develop a clustering-based method to calculate
students’ internet addiction value, which takes the similarity
among students’ behavior into consideration.

4.3.1. Internet Addiction Calculation. As the smartphone
becomes an indispensable part of students’ daily life,
even the one not addicted to the internet will spend some
time online, maybe for fun or just for killing time.
However, those who are addicted to the internet heavily
will spend much more time online than those who are not
addicted to the internet. So, we believe that there is a
normal online time corresponding to students’ behavior,
and those who spend more time online tend to be in-
ternet addicts. And the more time online compared with
normal online time, the heavier the internet addiction
level is. -erefore, here comes our online time prediction
formula:

yu(t) � nu(t) + au, (13)

where yu(t) represents the duration student u spends online
at time t. nu(t) refers to the normal online time for student u
at time t. au here is the internet addiction level of student u.
Our task is to find the value of au that will minimize the loss
function, that is,

Output layer: y

Public hidden layer

Input layer

Weight matrix: W

Weight matrix: Vc

Private hidden layer

Weight matrix: Vu

Figure 1: Neural network internet addiction model.
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argmin
au

􏽘
u∈U

􏽘
t∈T

yu(t) − nu(t) − au( 􏼁
2

+ μ 􏽘
u∈U

a
2
u. (14)

-e item μ􏽐u∈Ua2
u is used to adjust the weight between

the normal online time and internet addiction.

4.3.2. Normal Online Time. Due to this, the students have
different activities every day, and normal online time
differs from behavior to behavior. To find the normal
online time nu(t) of student u at time t, we first need to find
those who behave similarly with student u at time t. -e
average online time of those who behave similarly with
student u at time t is approximately equal to the normal
online time. -at is,

nu(t) �
􏽐 u′ ,t′( )∈Syu′ t′( 􏼁sim xu(t), xu′ t′( 􏼁( 􏼁

􏽐 u′ ,t′( )∈Ssim xu(t), xu′ t′( 􏼁( 􏼁
, (15)

where xu(t) represents the behavior vector of student u at
time t. S stands for the similar behavior set, and xu′(t′) is
one similar behavior vector of xu(t), which means the
behavior vector of student u′ at time t′ is similar with that
of student u at time t. Students from different de-
partments may behave differently because of the disci-
pline characteristic, which will lead to a slight difference
in normal online time. For example, students from the
software engineering department may tend to spend more
time online than the other students. So, we also take the
profile information into consideration, the symbol xu(t)

here is equal to the vector xu(t) in Section 4.1. And the
formula sim (a, b) is the similarity value of vector a and
vector b.

Considering the calculation amount, we do not compare
every behavior of all students at all the time. Instead, we first
aggregate students’ behavior into k categories. When we
need to find the similar behavior set S of the behavior vector
xu(t), we first find the category the behavior vector xu(t)

belongs to; let us assume the category is c, and then we start
to calculate the similarity between xu(t) and all the other
behavior vectors xu′(t′) in the category c. Finally, we keep
those behavior vectors that have similarity greater than a
threshold in the set S; based on which, we will get the normal
online time nu(t).

4.4. Model Comparison. -e idea of LIA and NIA is direct,
and the target of these two models is to find how students’
behavior and internet addiction level influence their daily
online time. -e LIA model is easier to train because it has
fewer parameters than the NIA model. -ough the NIA
model is much more powerful, it is hard to train the network
as there are so many parameters.

-e idea of the CIA conforms to our intuitive thinking
that those who spendmore time online than the normal time
are more likely to be addicted to the internet. However, it is
hard to find the normal online time. In this paper, we
calculate the normal online time of a student u on a specific
day t by averaging the online time of those students who
behave similarly with u on t. -e correctness of internet

addiction calculation may be influenced by the precision of
the clustering results.

5. Experiments

5.1. Data Description. Our data come from a Chinese col-
lege, including students’ consuming records in the school
restaurant and internet access records. Besides, they also
include the personal attributes information of students such
as department, gender, and age.

-e consumption records consist of students’ profiles,
time, place, and amount of one consumption. Students
have various consumption behaviors like normal dining,
snack, shower, and deposit. Here we consider deposit is a
special behavior, which is saving money to the school
card. -e behavior category can be identified through the
place where consumption behavior takes place. For ex-
ample, consumption in the school restaurant must be
normal dining behavior, and consumption in the bath-
house must be shower behavior. -erefore, we first divide
the places into different categories and then extract the
consuming amount on dining, snack, shower, deposit,
and total consuming amount per hour from the con-
suming records. We also count students’ daily con-
sumption frequency.

Besides, students can access the internet using campus
Wi-Fi only when they get authenticated. Based on the
authentication record, we extract the time student accesses
the campus Wi-Fi per hour. And such time is approximate
to the time they spend on the campus. Similarly, at each
time when a student visits a website, a connection record is
generated. When the visit is completed, there will be a
disconnected record. Based on these records, we can extract
the student’s actual online time and the average gap be-
tween two internet access per day. After feature extraction,
combining the daily consuming behavior and online be-
havior (actual online time is excluded), the behavior of a
student in a day can be represented as a vector. We also
represent every student with the one-hot method using
their profile information.

Due to some reasons, we do not have students’ in-
ternet access records in the dormitory and library. It is
considered that students’ activities are mainly central-
ized around classrooms and canteens as well as some
college student activity centers. In class, students need to
listen to the teachers most of the time, and at the res-
taurant, they always play with a phone to kill time.
-erefore, the actual online time we extract is mainly
about the entertainment. Intuitively, the entertainment
time is suitable to be used to calculate the internet ad-
diction level.

We choose the records of undergraduate students en-
rolled in 2016 and 2015 from September 1, 2018 to No-
vember 11, 2018. After dropping students with record
number less than 35 days, there are 3767 students. -e first
50 records are used for training, and the left records are used
for testing. Students’ profile representation and daily be-
havior vector are shown in Table 1.
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5.2. Internet Addiction Calculation. LIA, NIA, and CIA
models can be used to study the internet addiction level by
predicting students’ online time every day. To show the
correctness of our models, we conduct several experiments.

For LIA and NIAmodels, we conduct three experiments.
-e first experiment removes the internet addiction and
regular behavior part of LIA and NIA models and predicts
students’ daily online time using students’ behavior data and
profile information, which is considered as a baseline. -e
second experiment only takes internet addiction into con-
sideration. For LIA, it means using the naive LIA model, and
as for NIA, it means there is only one item of the input of the
private part. -e last experiment takes internet addiction
and regular behavior into consideration. For LIA, it means
using LIA with regular behavior model, and for NIA, it
means there is 8 items of the input of the private part. For the
CIA model, we conduct two experiments: the first experi-
ment uses the average online time in the similar behavior set
S as the prediction, which is considered as a baseline. And
the other experiment first calculates the internet addiction
value of each student using equation (14) and then predicts
students’ online time using their neighbors’ actual online
time and the internet addiction value au by equation (13).

For the linear model, the value of λ is set to 0.6, and μ is
set to 0.4. For the neural network model, the activation
function of the hidden layer is f(x) � x, and the activation
function of the output layer is f(x) � tanh(x). In addition,
the number of public hidden layer units is 10, and the
number of private hidden layer units is 2.-e learning rate is
set to 0.01, and the number of the epoch is 40. Note that for
the third experiment of the NIA model, we set the learning
rate to 0.05 which will get the best prediction accuracy. For
the clustering-basedmodel, the threshold is set to 0.7 and the
cluster number is set to 50. -e MSE performance of each
method is shown in Table 2.

From the results in Table 2, we know that no matter
which model, the prediction accuracy increases with our
internet addiction assumption. Such results guarantee the
correctness of our internet addiction assumption. However,
for the LIA and NIA models, adding the assumption of
regular behavior, the accuracy does not improve compared
to the results without such an assumption. One possible
reason is that there is some volatility in students’ behavior;
however, LIA and NIA are not able to model it. Generally,
the results of the neural network model and clustering-based

model are worse than that of the linear model. Maybe it is
because the linear model is strong enough to represent the
relationship between students’ behavior, internet addiction,
and online time. And there are too many parameters in the
neural network model, which is not easy to train. -ough
clustering students into several categories before calculating
the similarity will reduce the computing complexity, the
prediction results depend on the clustering results, and that
may cause some error. -e bias of the clustering results may
be a reason leading the worst prediction accuracy of the CIA
model.

5.3. Internet Addiction Verification. In this section, we
conduct some experiments to verify the correctness of the
methods we propose. First, we show the consistency of the
internet addiction value we calculated using the models we
proposed and the value evaluated through the psychological
scale. And then, we devise regression and classification tasks
to verify the critical role the internet addiction value we
calculated plays on daily online time prediction task.

5.3.1. Comparison with the Psychological Scale. In psy-
chology, researchers usually use the internet addiction scale
to measure if people are addicted to the internet. -erefore,
we use a questionnaire to test if a student is an internet
addict and compare the results calculated by the ques-
tionnaire with that by our method.

In consideration of the national condition of China, we
choose the internet addiction scale devised by professor Fan
[22], which is widely used in Chinese psychological re-
searches. As the situation today is not exactly the same with
that several years ago, we cut some questions on that scale
and only keep five necessary questions. And we use 4 points
Likert scale to measure the degree of each question. See Table
S1 in the Supplementary Material section for the details of
the scale we used.

After giving the questionnaire to students, we retrieve
128 questionnaires, which are enough to analyze students’
internet addiction levels in the psychological field. -e
students who complete the questionnaire consist of 78 males
and 50 females, and there are around 81 students in grade 3
and 47 students in grade 4, which shows the samples are
evenly distributed.

To show the effectiveness of the new scale we use, we
calculate the reliability and validity of our scale, which are
two dimensions to test if a scale is credible to use in psy-
chology.-e reliability and validity of our scale are 0.789 and
0.731 separately. -e higher the value of the reliability and

Table 1: Features used in experiments.

Type Feature Dimension Representation

Profile
Gender 2

One hotDepartment 61
Age 8

Consumption

Dining amount 24

Statistical value

Snack amount 24
Shower amount 24
Deposit amount 24
Total amount 24
Frequency 1

Internet Wi-Fi access time 24 Statistical valueInternet access gap 1

Table 2: Regression results.

Model
Feature

ia− ia ia+
LIA 0.000056 0.000048 (14.3%) 0.000050 (10.7%)
NIA 0.000092 0.000083 (9.8%) 0.000086 (6.5%)
CIA 0.000138 0.000127 (8.0%) No such condition

“ia− ” refers to the baseline experiment; “ia” represents the second exper-
iment; “ia+” stands for the third experiment.
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validity is, the better the scale is, and 0.7 means that our scale
is credible enough to test the internet addiction.

On the principle of voluntariness, we did not force
students to write down their student id or name. Since
there are only 39 students who volunteer to give us their
student id, we mainly compare those students’ results
judged by the psychological scale and that by our methods.
-ere are five questions on our scale. Because we use 4
points Likert scale to measure, the total grade is 20. -e
greater the grade a student gets, the more likely this student
is addicted to the internet. We define those whose grade
less than ten is not addicted to the internet, and the others
are internet addicts. As for the results calculated by the LIA
model, we consider those whose value greater or equal than
0.45 is addicted to the internet. -e threshold of NIA and
CIA models is set to 0.5 and 0.35 separately. 0.45, 0.5, and
0.35 are approximate to the average value of the corre-
sponding method. We use F1 score to evaluate the con-
sistency between the results of the LIA model, the NIA
model, the CIA mode, and the psychological scale. -e
results are shown in Table 3.

From Table 3, we see that all the internet addiction values
calculated through these three models are consistent with
the results evaluated from the psychological scale. Partic-
ularly, though the CIA model performs poorly in the in-
ternet addiction calculation task, comparing with the NIA
model, the internet addiction value of the CIAmodel is more
consistent with the psychological scale results. Such results
show the correctness of our methods and give us a clue that
the relationship among behaviors is an important factor
when calculating the internet addiction value.

5.3.2. Online Time Prediction. Based on our assumption,
internet addiction is a hidden variable, which will influence
students’ daily time online. -erefore the learned internet
addiction value should be a useful feature to predict stu-
dents’ online time. We devise two tasks to verify the cor-
rectness of our learned internet addiction value.

-e aim of the regression task is to predict students’ daily
online time. -e baseline experiment takes the daily be-
havior vector and the profile information as the input. -e
contrast experiment predicts the daily online time using
students’ internet addiction value, daily behavior vector, and
profile information. For the classification task, it is similar to
the regression task. First, the records are divided into two
parts: one part with online time greater than or equal to the
average online time, the other part with an online time less
than the average online time. -e aim of the classification
task is to predict which part online time belongs to. -e
experiment settings are the same as the regression task. -e
methods used in the regression task and classification task
consist of the decision tree (DT), support vector machine
(SVM), k-nearest neighbors (KNN), random forest (RF),
gradient boosting decision tree (GBDT), bagging and ex-
tremely randomized trees (ET).

MSE is used as the evaluation method for the regression
task, and F1 score for the classification task. -e results are
shown in Tables 4 and 5.

FromTable 4, we observe that, for the regression task, the
SVM model gets a huge mean square error. One possible
reason may be that it is not suitable for this task, so we will
ignore the SVM results in the discussion below. After adding
the internet addiction value calculated by LIA and CIA
models, all the prediction accuracies lift. And after adding
internet addiction value calculated by NIA, although the
promotion of prediction accuracy is not as remarkable as
that of adding the value calculated by LIA or CIA models,
most of the methods still get some promotion.

For the classification task, no matter which internet
addiction value is added to the behavior vector, except for
the effect of the SVM method has not changed, the effect of
all the other methods has evidently been improved.

Generally speaking, after adding the internet addiction
value calculated by LIA, NIA, or CIA, both regression and
classification tasks get a remarkable promotion, which shows
the effectiveness of the internet addiction value learned by
the models we propose.

5.4. Internet Addiction Analysis. To show the internet ad-
diction situation in college, we analyze the distribution of
internet addiction and the differences of the internet ad-
diction level among different groups such as different gender
and department. Because the naive LIA model has the best
prediction accuracy when studying students’ internet ad-
diction value and the value learned through the naive LIA
model is the most consistent with the psychological results,
the following analysis is based on the value calculated by the
naive LIA model.

5.4.1. Internet Addiction Distribution. Figure 2(a) illustrates
the number of students with respect to the calculated in-
ternet addiction value. -e greater the internet addiction
value is, the more serious students’ addiction towards the
internet is. We observe that internet addiction distribution is
similar to a normal distribution. To show the distribution of
the internet addiction value clearly, we delete the value
greater than 0.7 or less than 0.2, which is shown in
Figure 2(b). If we define internet addiction less than 0.45 is
normal, from Figure 2(b), we observe that most of the
students are addicted to the internet with different levels.

5.4.2. Internet Addiction Differences among Groups. To re-
veal the differences in internet addiction between genders,
we count the average internet addiction value of different
genders. And we also count the average online time of
different genders. Figure 3 shows that girls spend more time
on the internet than boys. However, boys are more addicted
to the internet than girls. Such a result is consistent with the
finding in the psychological field. Wei et al. investigated the

Table 3: F1 score between the results of our methods and psy-
chological scale.

Model LIA NIA CIA
F1 score 0.71 0.63 0.71
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internet addiction situation of the college student in Hubei
Polytechnic University using questionnaires.

-ey point out that boys are usually not good at com-
munication, and therefore, the communication in real life is
not enough to meet their actual communication needs. -e
way of communication with the network as the medium is
easier to control; that is, they can improve the quality and
quantity of communication in this way, which meets their
needs of communication. Besides, Girls are better than boys
in time management ability and deal with network use time
more reasonably. So boys are more addicted to the internet
than girls [23]. -e consistency with the findings of psy-
chology further proves the correctness of the internet ad-
diction value we learned.

Figure 4(a) illustrates the average internet addiction level
of different departments. In general, except the internet
addiction level of a few departments is extremely high, it
fluctuates around 0.43. Furthermore, we statistically analyze
the differences in internet addiction levels among students in
different disciplines. In Figure 4(b), we can observe that
there is no significant difference in internet addiction levels
among students in different disciplines. -e result is also
consistent with the psychological finding in [23]. Experi-
ments conducted by Wei et al. that demonstrate though
there is some difference in the interpersonal health and time
management ability among students in different disciplines,
the difference is not significant. And the difference in in-
ternet addiction is not significant. -e consistent result with

Table 4: Regression task.

Feature model ia− ia (LIA) ia (NIA) ia (CIA)
DT 0.000076 0.000061 (19.7%) 0.000072 (5.3%) 0.000064 (15.8%)
SVM 0.004114 0.003636 (11.6%) 0.003677 (10.6%) 0.003024 (26.5%)
KNN 0.000065 0.000064 (1.5%) 0.000066 (− 1.5%) 0.000064 (1.5%)
RF 0.000040 0.000039 (2.5%) 0.000040 (0%) 0.000038 (5%)
GBDT 0.000042 0.000039 (7.1%) 0.000042 (0%) 0.000040 (4.8%)
Bagging 0.000041 0.000039 (7.3%) 0.000041 (0%) 0.000039 (7.3%)
ET 0.000068 0.000057 (16.2%) 0.000065 (4.4%) 0.000065 (4.4%)
“ia− ” refers to the baseline experiment and “ia (LIA)” stands for the experiment with the internet addiction value learned by the naive LIA model, which gets
the best results in the internet addiction calculation task using the LIA model. “ia (NIA)” represents the experiment with the best internet addiction value
learned by the NIA model without regular behavior consideration, which gets the best results in the internet calculation task using the NIA model. Similarly,
“ia (CIA)” refers to the experiment with the internet addiction value learned from the clustering-based model.

Table 5: Classification task.

Feature model ia− ia (LIA) ia (NIA) ia (CIA)
DT 0.960643 0.997667 (3.9%) 0.997989 (3.9%) 0.998899 (4.0%)
SVM 0.960773 0.960773 (0%) 0.960773 (0%) 0.960773 (0%)
KNN 0.959270 0.970958 (1.2%) 0.981605 (2.3%) 0.973924 (1.5%)
RF 0.967783 0.978654 (1.1%) 0.979268 (1.2%) 0.981382 (1.4%)
GBDT 0.959812 0.961584 (0.2%) 0.960936 (0.1%) 0.962591 (0.3%)
Bagging 0.965652 0.998827 (3.4%) 0.998481 (3.4%) 0.999378 (3.5%)
ET 0.958128 0.966017 (0.8%) 0.970712 (1.3%) 0.969175 (1.2%)
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Figure 2: Internet addiction distribution. (a) Number of students with different levels of addiction. (b) Some students with the value greater
than 0.7 or less than 0.2 are deleted.
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psychological findings is also evidence of the effectiveness of
the internet addiction value we learned.

5.4.3. Effect of Internet Addiction on Online Time. -e
decision tree is a classical machine learning model. It is
good at classification and regression tasks, and it is in-
terpretable.-erefore, the decision tree model has plenty of
applications in various fields [24–26]. To show the role
internet addiction plays when predicting students’ online
time, we extract students’ daily Wi-Fi access time, con-
suming amount, consuming frequency, average internet
access gap, and actual online time. -en we conduct two
binary classification experiments using classification and
regression decision tree method: one predicts online time
interval with daily Wi-Fi access time, consuming amount,
consuming frequency, and average internet access gap, and
the other predicts online time interval with daily Wi-Fi
access time, consuming amount, consuming frequency,
average internet access gap, and internet addiction value.
Because the whole tree is too big to be put here, we select
two representative branches. Note that all the values are

normalized. -e average value of the internet addiction
value, consuming amount, consuming frequency, Wi-Fi
access time, internet access gap, and online time is 0.45,
0.009, 0.044, 0.062, 0.004, and 0.015 separately.

From Figure 5(a), we know that Wi-Fi access time and
average internet access gap are important features when
predicting the online time. It is consistent with our intuitive
thinking that less Wi-Fi access time and a long internet
access gap will cause less online time. Figure 5(b) illustrates
that after adding the internet addiction value, the value is
critical for predicting daily online time. Particularly, in this
branch, the relatively high internet addiction value is a
reason leading to long online time.

5.4.4. Effect of Internet Addiction on Grade. -e psycho-
logical research shows that internet addiction will damage
students’ study [1]. To show the bad influence of internet
addiction and to verify the correctness of the internet ad-
diction value we calculated, we do some statistics about the
grades of those who are addicted to the internet and those
who are not.
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Figure 3: Differences of online time and internet addiction between different genders.
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Figure 4: Differences of internet addiction among different departments and disciplines. (a) Department. (b) Discipline.
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As we mentioned before, there are only 39 students
who volunteer to give us their student id, and one of them
does not have any grade records, so the analysis of this
part is mainly based on the grades of the remaining 38
students.

First, we define that students whose internet addiction
values equal to or more than 0.45 are internet addicts, and
the others are not. We divide students into two groups
based on their internet addiction values. -en we calculate
their average grade point of the second semester in 2018.
At last, we count the average grade point and student
number who failed at least one course of each group. -e
average grade of each student is calculated with the for-
mula below:

G(u) � 􏽘
c∈C(u)

cred(c)∗ gp(c), (16)

where G(u) refers to the average grade point of student u of
the second semester in 2018, C(u) stands for all the courses
student u takes in this semester, cred(c) is the credit of
course c, and gp(c) is the grade point of course c student u
gets.

-e analysis results are shown in Table 6.
From this table, we see that almost half of the students

are addicted to the internet. And the average grade point of
students who are addicted to the internet is significantly
lower than the normal students. -ere are more students
who failed the exam in the internet addicts group than that
in the other group. -e statistics conform to the psycho-
logical findings that internet addiction has a bad influence
on students’ study. Such results further verify the correctness
of the internet addiction value we calculated.

6. Conclusions

In this paper, we estimate college students’ internet addic-
tion levels quantitatively using their behavior data on the
campus. Specifically, we define the internet addiction value
as a hidden variable which will affect students’ online time
and formulate the problem as a regression problem.

Along this line, we first propose a linear internet ad-
diction (LIA) model, which depicts the linear relationship
among students’ internet addiction level, behavior data, and
time they spent online. To model the nonlinear relationship,
we also provide a neural network internet addiction (NIA)
model. Besides, we also develop a clustering-based internet
addiction (CIA) model, which calculates the internet ad-
diction based on the differences between students’ actual
online time and normal online time.-ese three models also
take students’ regular behavior and the similarity among
students’ behavior into consideration.

Finally, we conduct excessive experiments on a real-
world dataset from a Chinese college, and the experimental
results demonstrate the effectiveness of our model. -e
analysis results are consistent with some psychological
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Figure 5: Decision tree with behavior and internet addiction value. (a) Prediction with behavior data. (b) Prediction with behavior data and
internet addiction value learned through naive LIA.

Table 6: Classification task.

Stu number Average G Failed stu number
Stu with ia 18 2.75 3
Stu without ia 20 3.21 1
“stu with ia” refers to the students who are addicted to the internet, and “stu
without ia” refers to those who are not addicted to the internet. “Average G”
stands for the average grade point of all the students in each group. “Failed
stu number” is the number of students who fail at least one course in each
group.
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findings, which also verify the correctness of the models we
propose.
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