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In order to promote mutual trust and win-win cooperation between the users and the providers, we propose a trust-game-based
access control model for cloud service in the paper. First, we construct a trust evaluation model based on multiple factors, such as
the direct trust, feedback trust, reward punishment, and trust risk and further propose a weight method by maximum discrete
degree and information entropy theory; second, we combine trust evaluation with the payoff matrix for game analysis and
calculate the mixed Nash equilibrium strategy for the users and service providers; third, we give the game control condition based
on trust level prediction and payment matrix to encourage participants to make honest strategy. Experimental results show that
our research has good effect in terms of acceptance probability, deception probability, accuracy of trust evaluation, and co-
operation rate in the cloud service.

1. Introduction

Cloud computing is a very popular technology in the field of
information technology and is highly valued by the gov-
ernment, academia, and industry [1, 2]. For example, Apple
and Amazon have launched cloud computing services,
which allow personals and organizations to use dynamic
computing infrastructure based on needs. Convenient and
fast services are the core advantages of cloud computing, but
cloud computing services have a lot of security problems,
which have attracted widespread attention in the industry
[3]. So, it is necessary to choose a good solution for re-
quirement of customer in terms of service quality and cost.

1.1. Motivation. With the development in information
technology, many fraud incidents have damaged the in-
terests of transaction entities and brought crisis to cloud
services [4]. In cloud computing, each entity will choose
favorable action strategies according to the actual envi-
ronment and benefits, and these strategies will eventually
reach a mutually constrained equilibrium state.

+e process of trust is a bargaining game process. Ap-
plying game theory to trust construction provides a new way

for cloud computing services. Because the decision-making
strategies of different trust levels are different, the control
strategy depends on the game analysis of both sides, rather
than their own unilateral inference. However, trust is a
complex process based on multifactor decision-making,
which involves interactive history, and direct and recom-
mend trust management [5]. Because of the coexistence of
trust and risk, it is very one-sided and dangerous to rely on
trust level alone in decision-making. +erefore, it is nec-
essary to combine behavioral trust and game analysis to
analyze the payment matrix of both sides and calculate the
mixed Nash equilibrium strategy based on the attribute of
user’s behavior.

Access control is also an important security mechanism
to prevent malicious users from illegally accessing [5–7].
However, due to the large number of dynamic users and
services, how to authenticate the access security and mutual
trust of outsourcing data is a problem [8, 9]. Game theory
provides many mathematical frameworks for analysis and
decision process of network security, trust, and privacy
problems. In fact, service providers and users play different
roles of complexity, which need further detailed analysis
from three disciplines: access control, trust evaluation, and
game theory [8, 10–12].
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1.2. Contributions. In this paper, we propose a trust-game-
based access control model for cloud service, which is one of
the types of dynamic models, each access is modeled as a
game between the subjects and objects, and the result of the
game services is used as the basis for authorization decision.
+e main contributions of our article are as follows:

(1) We construct a trust model based on multiple fac-
tors, such as the direct trust, reward punishment,
feedback trust, and trust risk, and the weight factor is
determined by maximum discrete degree and in-
formation entropy.

(2) We combine the trust evaluation results with the
payoff matrix for game analysis and calculate the
mixed Nash equilibrium strategy for the users and
service providers.

(3) We give the game control condition based on trust
prediction and payment matrix to encourage sub-
jects for honest access.

+e rest of this paper is structured as follows. In Section 2,
we review some related research in access control, game theory,
and trust management in cloud services. In Section 3, we
propose a method of trust evaluation in the cloud environ-
ments. In Section 4, in order tomotivate both sides to behave in
an honest manner, we make use of trust-game-based access
control model to calculate themixed strategy Nash equilibrium
for users and service providers. In Section 5, we design several
related experiments. Simulation results show the superiority of
our research in the cloud service. Finally, in Section 6, we
conclude the current research and discuss some future work.

2. Related Work

In the basic idea of access control based on game theory,
service providers decide whether to open information to
users according to income matrix to maximize their own
benefit, which is suitable for dynamic and complex cloud
service environment [8, 9].

Many researchers have applied access control, trust, and
risk assessment to deal with security and privacy problems in
dynamic environments [6, 9]. Chunyong et al. [7] studied
the hybrid recommendation algorithm for large data based
on optimization and constructed some trust models, and the
results showed that the error was reduced compared with the
traditional method. Considering the practical existence and
involvement of permission risk, Helil et al. [12] constructed a
non-zero-sum game model that chose trust, risk, and cost as
metrics in the payoff functions of player and analyzed the
Pareto efficient strategy from the application system and the
user. Based on game theory, Furuncu and Sogukpinar [13]
proposed an extensible security risk assessment model in
cloud environment, which can assess whether the risk
should be determined by the cloud provider or tenant.

Njilla and Pissinou [14] proposed a game theoretic
framework in cyberspace, which can optimize the trust
between the user and the provider. Baranwal and Vidyarth
[15] proposed a new license control framework based on
game theory in the cloud computing, and the results showed

that there were a dominant strategy and Nash equilibrium in
pure strategy. He and Sun [16] used the game theory model
to study the impact of the adversary’s strategy and the ac-
curacy requirements on defense performance.

Mehdi et al. [17] proposed a method of identifying and
confronting malicious nodes. +e outcome was determined
by the game matrix that contained the cost values of the
possible action combination. Kamhoua et al. [18] proposed a
zero-sum game model to help online social network users
determine the best strategy for sharing data. It is difficult for
peer-to-peer network to identify random jammer attacks.
Garnaev et al. [19] proposed an attack model based on
Bayesian game and proved the convergence of the algorithm.
LTE networks are vulnerable to denial of service and service
loss attacks. Aziz et al. [20] proposed a strategy algorithm
based on repeated game learning, which can recover most of
the performance loss.

Considering the social effects represented by the average
population, Salhab and Malhamé [21] proposed a collective
dynamic choice model and proved that the dispersion
strategy of the optimal tracking trajectory was an approx-
imate Nash equilibrium.Wang and Cai [22] proposed a trust
measurement model of a social network based on game
theory and solved the free-rider problem by the punishment
mechanism. From the perspective of noncooperative game
theory, Hu et al. [23] studied the multiattribute cloud re-
source allocation and proposed both ESI (equilibrium so-
lution iterative) and NPB (near-equalization price bidding)
algorithms to obtain Nash equilibrium solution.

Cardellini and Di Valerio [24] proposed a game theory
approach to the service and pricing strategy of cloud sys-
tems. Furthermore, they proposed SSPM (Same Spot Price
Model) and MSPM (Multiple Spot Prices Model) strategies
for IAAS suppliers. Based on contextual feedback from
different sources, Varalakshmi and Judgi [25] proposed a
reliable method to select service providers, which can filter
unfair feedback nodes to improve transaction success rate
and help customers to select suppliers more accurately. Gao
and Zheng [26] studied the acceptance of reputation-based
access control system, which was constructed by applying a
compensation mechanism to improve the utility and pun-
ishment mechanism of users in the cloud computing.

3. Trust Computation

Trust computing needs multiple factors, and we introduce
the direct trust, feedback trust, reward punishment, trust
risk, and so on. In addition, the weight of the trust factor is
determined by information entropy and maximum dis-
persion; in order to the convenience of reading this paper,
some symbols are given in Table 1.

3.1. Trust Decision. In a trust decision system, authorization
is determined by the trust map relationship. If
D1, D2, . . . , DZ ∈ D(S) denotes Z entities in the system,
according to the different roles, they are divided into 2 types:
service provider and user. If total trust evaluation functions
have (Y1(Di, Dj), Y2(Di, Dj), . . . , Ym(Di, Dj)) between Di
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and Dj, (Dj ∈ D(S)), the decision sets are expressed by the
Y � (Y1,Y2, . . . , YM), 0≤Ym(Di, Dj)≤ 1,(m � 1, 2, . . . , M).
Let ωm express weight factor of Ym(Di, Dj), the constraint
condition is expressed as follows:

􏽘

M

m�1
ωm � 1, 0≤ωm ≤ 1. (1)

TG(Di, Dj, S, t) represents the total trust evaluation value
between entity Di and entity Dj, and it can be expressed as
follows:

TG Di, Dj, S, t􏼐 􏼑 � 􏽘
M

m�1
ωmYm Di, Dj􏼐 􏼑, (2)

where S is the service provided by Dj, the quality of
service can be determined by trust evaluation, the value of
TG(Di, Dj, S, t) is higher, the quality of service is better, and
t is the interactive time stamp.

Assume that TG(Di, Dj) can be divided N level
TS � (T1, T2, . . . , Ti, . . . , TN), 0≤Ti ≤ 1(i � 1, 2, . . . , N). TS

is an order division of space, service provider can provide
service set S � s1, s2, . . . , sP􏼈 􏼉, S is an order division space,
and the ψ(TG(Di, Dj)) between S � s1, s2, . . . , sP􏼈 􏼉 and
TG(Di, Dj) is defined as follows:

ψ TG Di, Dj􏼐 􏼑􏼐 􏼑 �

sP, TN ≤TG Di, Dj􏼐 􏼑≤ 1,

sP− 1, TN− 1 ≤TG Di, Dj􏼐 􏼑<TN,

⋮ ⋮

s2, T1 ≤TG Di, Dj􏼐 􏼑<T2,

s1, 0≤TG Di, Dj􏼐 􏼑<T1.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(3)

TS � (T1, T2, . . . , Ti, . . . , TN) is determined by the ap-
plication requirement in the network environment,
and permission is determined by the trust value. For
example, a cloud application system provides 3 levels
of services, S � (s1, s2, s3): s1 represents denial of
service, s2 represents the reading services, and s3 rep-
resents both reading and writing services. +e corre-
sponding decision space is TS � T1, T2􏼈 􏼉 � 0.3, 0.5{ }, the

trust decision function can be expressed as follows:

ψ(TG(Di, Dj)) �

s3 0.5≤TG(Di, Dj)≤ 1
s2 0.3≤TG(Di, Dj)< 0.5
s1 0≤TG(Di, Dj)< 0.3

⎧⎪⎨

⎪⎩
. If the

trust value of Di is TG(Di, Dj) � 0.2, then the decision
result is ψ(TG(Di, Dj)) � ψ(0.2) � s1 � deny.

3.2. FuzzyTrust Level. Discrete trust level is conducive to the
normalization and quantification of the trust evaluation, and
we introduce the concept of fuzzy [27]. We set the fuzzy
center value of adjacent trust values to 1 :1.3 (Table 2), and
some overlap is used to represent the trust evaluation.

If the trust level of TG(u) is T5, according to the
principle of fuzzy function, in order to describe the trust
level, the probability of the T5 is expressed as follows:

PT5 �

TG(u) − T5

T4 − T5
, T5 ≤TG(u)≤T4, T5 ≠T4,

T4 − (TG(u))

T3 − T4
, T4 <TG(u)<T3, T3 < 1.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(4)

In formula (4), TG(u) represents the total trust value of the
node u; furthermore, whenTG(u) is in [0, 0.26], the probability
of T5 is PT5, PT5 � (0.26 − TG(u))/(0.26 − 0) � (0.26−

TG(u))/0.26; when the trust value of TG(u) is in [0.26, 0.34],
PT5 � (0.34 − TG(u))/(0.34 − 0.26) � (0.34 − TG(u))/0.08.
If level of TG(u) is T4, T3, T2, or T1, the probability of the trust
level can be calculated by formula (4).

3.3. Direct Trust. Direct trust is usually made up of multiple
factors, and the relevant attributes can be selected from the
interaction history.

3.3.1. Weight Calculation. In order to quantify the multiple
indicators, we use the maximum entropy method to determine
the factor weight. +ere are m users and n attributes of direct
trust evaluation, matrix E(D) is as presented in formula (5),
and eij is the evaluation score of the ith user to the jth attribute:

E(D) �

e11, e12, · · · e1n

e21 e22 · · · e2n

· · · · · · ⋱ · · ·

em1 em2 · · · emn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (5)

Entropy weight method: E � (eij)m×n.

ej � − k 􏽘
m

i�1
pij · lnpij,

pij �
eij

􏽐
m
i�1 eij

,

k �
1

lnm
.

i≤ j≤ n,

(6)

Table 1: Meanings of symbols.

Symbols Meanings
D1, D2, . . . , DZ ∈ D(S) Z entities of system
Y1, Y2, Y3, Y4, Y5 Trust function
ωm Weight of trust function
TG(Di, Dj, S, t) Trust between Di and Dj

TS � (T1, T2, . . . , Ti, . . . , TN) N level trust level
ψ(TG(Di, Dj)) Trust decision
T(i) Decay time factor
R(Di, Dj) Risk function
S � s1, s2, . . . , sP􏼈 􏼉 Service level
Level +e level of a trust tree
ρ(Fk) Feedback weight factor
F(Di) � F1, F2 . . . Fn􏼈 􏼉 Feedback entities of Di

PTi Predicted probability of Ti

et Evaluation error at time t
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+e jth attribute weight:

Wj �
1 − ej

􏽐
n
j�1 1 − ej􏼐 􏼑

, 1≤ j≤ n,

􏽘

n

j�1
Wj � 1, 0≤Wj ≤ 1.

(7)

3.3.2. Time Decay Factor. In this section, ti is the time span
of the ith transaction, t1i is the start time of the ith trans-
action, t2i is the end time of the ith transaction, t0 is the time
of user successful registration, and n is the number of in-
teraction times between the service provider and user, so the
decay time factor T(i) is expressed as follows:

T
(i)

�
1
2

ti − t0

􏽐
n
j�1 tj − t0􏼐 􏼑

+
t2i − t1i

􏽐
n
j�1 t2j − t1j􏼐 􏼑

⎡⎢⎢⎣ ⎤⎥⎥⎦,

􏽘

n

i�1
T

(i)
� 1.

(8)

3.3.3. Calculation of Direct Trust. According to formulae
(6)–(8), Y1(Di, Dj) is the direct trust evaluation between Di

andDj, n is the number of interactive times, and it is as follows:

Y1 Di, Dj􏼐 􏼑 � 􏽘
n

j�1
ejWjT

(i)
. (9)

3.4. Feedback Trust. Feedback trust is based on the transfer
content of entity, such as Di trusts Dj, and Dj trusts Dk, so
Di also trusts Dk. Assume that Di is a parent entity, all the
neighbors are child nodes, a neighbor also has neighbor, so
we can construct a multilevel weighted direction trust tree
(WDT, a sample is shown in Figure 1), which is expressed as
follows:

WDT Di( 􏼁 � 〈D(S),DTR〉, Y1( 􏼁. (10)

D(S) is a set of entity; DTR represents the direct trust
relationship among entities; and Y1 is the direct trust value.
In the WDT, the level of the root entity is level � 0, the level
of the direct neighbor of the root entity is level � 1, the level
of neighbor’s neighbor is level � 2, and the rest of nodes can
follow the arrangement in turn.

+ere are many recommendation paths in the procession
of feedback trust, so how to select and aggregate path is a
problem. Because the effects of each layer are different, we

introduce feedback weight factor to adjust the polymeri-
zation accuracy. In an interaction, the entity Dj needs to
evaluate the feedback trust value of the entity Di,
F1, F2, . . . , Fl􏼈 􏼉 is a feedback entity set, and Fk is a feedback
entity, so the feedback trust function is defined as follows:

Y2 Di, Dj􏼐 􏼑 �

􏽐
l
k�1 ρ Fk( 􏼁( × Y1 Dk, Dj􏼐 􏼑

􏽐
l
k�1 ρ Fk( 􏼁

, l≠ 0,

0, l � 0,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(11)

where l is the number of feedback entities; ρ(Fk) is the
weight factor of feedback trust, in order to improve the speed
of feedback trust computing, according to the “Six Degrees
of Separation” [28], and it is expressed as follows:

ρ Fk( 􏼁 �

1, level � 0,

􏽑
l

m�0
Y1 Dm, Dn( 􏼁, 6≥ level> 0,

⎧⎪⎪⎨

⎪⎪⎩
(12)

Y1(Dm, Dn) represents the direct trust value from Dm to Dn,
according to formula (10), and level is the level of the
feedback trust. Such as an interesting illusion example in
Figure 1, level � 1, ρ(D1) � 0.6; level � 2, ρ(D3) � 0.7×

0.6 � 0.42; level � 3, ρ(D9) � 0.8 × 0.7 × 0.5 � 0.28. If the
entity D0 needs the feedback trust of the entityD10 and there
are two entities D5 and D6 interacting with D10, the direct
trust value is Y1(D5, D10) � 0.4, Y1(D6, D10) � 0.5.
According to formula (12), ρ(D5) � 0.4 × 0.6 � 0.24 and
ρ(D6) � 0.5 × 0.6 � 0.30. According to both formula (11)
and formula (12), Y2(D0, D10) � (0.24∗0.4 + 0.3∗0.5)/
(0.24 + 0.3) ≈ 0.45.

3.5. Reward Punishment. In the process of trust evaluation,
the honest entities should be rewarded; the malicious entities
must be punished. +erefore, we introduce reward pun-
ishment function to encourage participants to take honest
actions, which is expressed by using the following formula:

Level = 3

0.7
0.6

0.5

0.6 0.5

0.50.4

0.4

0.4

0.8

0.5

Provider

Trust tree

Feedback 

path

Trust
feedback 

weight

Request

D2

D0

D1

D7

D3 D4 D6D5

D9D8 D10

User Level = 2

Level = 1

Level = 0

ρ(D0) = 1

ρ(D1) = 0.6

ρ(D9) = 0.5 × 0.8 × 0.7 = 0.28

Figure 1: An example WDT of computation feedback trust.

Table 2: Trust level description.

Trust level Description Trust value
T5 Distrust (0, 0.26, 0.34)
T4 Doubt (0.26, 0.34, 0.44)
T3 Common trust (0.34, 0.44, 0.57)
T2 Middle trust (0.44, 0.57, 0.74)
T1 Very trust (0.57, 0.74, 1)
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Y3 Di, Dj􏼐 􏼑 � 1 −
􏽐BF Di, Dj􏼐 􏼑

B
, (13)

where 􏽐BF(Di, Dj) represents the number of failure times
and B is the number of transaction times.

3.6. Trust Risk. Trust and risk are closely related; according
to the perspective of service [5], risk function can be
expressed as follows:

R Di, Dj􏼐 􏼑 � sj × 1 − TG Di, Dj, S, t􏼐 􏼑􏼐 􏼑

� ψ TG Di, Dj, S, t􏼐 􏼑􏼐 􏼑 × 1 − TG Di, Dj, S, t􏼐 􏼑􏽨 􏽩,

(14)

where sj represents the quality of service provider of Dj. +e
value of sj is greater, and the risk is greater, so the risk is
positive proportional to the sj. Trust risk function refers to
the cognition between service providers and users, which
can be expressed as follows:

Y4 Di, Dj􏼐 􏼑 � 1 − R Di, Dj􏼐 􏼑. (15)

According to formulas (14) and (15), risk and service
have an inverse proportional relationship between
Y4(Di, Dj) and R(Di, Dj).

3.7. Weight of Trust Attribute. +e effect of multiple attri-
butes is different, and we propose a weight method to de-
termine the weight based on maximum discrete degree. Let
W � (ω1,ω2, . . . ,ωm) be weight factor vector of trust at-
tribute function, according to literature [29], “Or metric
method” is represented as Orness(W) � (1/(m − 1))

􏽐
m
i�1(m − i)ωi; the discrete degree is expressed by the

Disp(W) � − 􏽐
m
i�1 ωi lnωi, which reflects the participation

degree of each attribute, further deduction, 0≤
Disp(W)≤ lnm. In a word, W � (ω1,ω2, . . . ,ωm) meets the
following three conditions:

maximize: − 􏽘
m

i�1
ωi lnωi;

Orness(W) � α,

α ∈ [0, 1];

􏽘

m

i�1
ωi � 1,

ωi ∈ [0, 1],

i � 1, 2, . . . , m.

(16)

From formula (16) and the maximum dispersion prin-
ciple [29], we can obtain these following formulas:

α � Orness(W) �
1

m − 1
􏽘

m

i�1
(m − i)ωi, (17)

lnωi �
i − 1

m − 1
lnωm +

m − i

m − 1
lnω1⟹ωi �

�������

ωm− i
1 ωi− 1

m
m− 1
􏽱

, (18)

ω1 (m − 1)α + 1 − mω1􏼂 􏼃
m

� [(m − 1)a]
m− 1

· ((m − 1)a − m)ω1 + 1􏼂 􏼃,
(19)

ωm �
((m − 1)α − m)ω1 + 1
(m − 1)a + 1 − mω1

. (20)

In the practical application, we can set a series of rea-
sonable values of α and calculate ω1,ωi, andωm by formulas
(18)–(20). Next, according to these above descriptions, we
introduce Algorithm 1 to determine the values of different
trust attributes.

In Algorithm 1, the classification weight vector is mainly
determined by m and α. m is a certain value, and the key is
how to reasonably determine the value of the α. According to
Table 3, if α � 0, then ω1 � 1, ω2 � ω3 � · · · � ωm � 0; if
α � 1, then ωm � 1, and ω1 � ω2 � · · ·ωi � · · · � ωm− 1 � 0; if
α � 0.5, then ω1 � ω2 � · · · � ωi � · · · � ωm � 1/m, when
0< α< 1, a≠ 0.5, we get different values of ωi.

3.8. Total Trust. Total trust reflects the overall subjective
judgment of the object in the network environment,
according to requirement of the trust evaluation model,
we introduce Algorithm 2 to compute the total trust
value.

4. Trust-Game-Based Access Control

Essentially, access control can be regarded as a game be-
tween the users and the service providers in the cloud
computing environment. From the perspective of the service
provider, access authorization is the payoff, and long-term
protection services can be rewarded [14], and these mean-
ings of different related game parameters are described in
Table 4.

4.1. Game 6eory. Game theory describes the decision
scenario where each player chooses an action to obtain the
best benefit [22, 24]. A game includes several basic elements
[30]:

(1) Player: it is a basic entity in a game that is responsible
for making choices for certain behaviors. A player
can represent a person, a machine, or a group of
individuals in a game.

(2) Strategy: it is the action plan that player can take
during the game.

(3) Order: it is the sequences of strategy chosen by the
player.

(4) Payoff: it is a positive or negative reward for player ‘s
specific action in the game.

(5) Nash equilibrium: it is a solution for a game in-
volving two or more players in which each player is
assumed to know the equilibrium strategy of the
other players and no player can gain benefit by
changing his or her strategy [25].
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4.2. Game Analysis. In a dynamic game, strategy and trust
are closely related, which can reach the equilibrium by
continuous amendment. If the service providers accept
the honest access of users, both the service provider and
the user can obtain win-win benefits which are
Sincomen− dec

acc and Uincomen− dec
acc , respectively; if the service

provider accepts the deception access of user, then it has
no benefit and only losses Slossn− dec

n− acc ; in addition to
Uincomen− dec

acc , the user can also get Uincomedecacc by de-
ception behavior. Obviously, users can suffer losses

because of deception behaviors, the cost is Ucost, and
Upunish is punishment for users. If the service provider
rejects the user’s access request, he/she has no income and
no loss; if user has the intent to cheat, he/she also must pay
Ucost.

Because the user’s trust level is different, the payment
matrix is different. We divide the trust from high to low level
and set the user trust level i, (i � 1, 2, . . . , N); then, the
payment matrix of service provider and user are Ai andBi,
respectively, and can get the following formulas:

(1) if 0<m≤ 2
(2) then ω1 � a,
(3) ω2 � 1 − a;
(4) if m> 2
(5) then ω1[(m − 1)α + 1 − mω1]

m � [(m − 1)a]m− 1[((m − 1)a − m)ω1 + 1],
(6) ωm � ((m − 1)α − m)ω1 + 1/(m − 1)a + 1 − mω1;
(7) for i � 2 to m − 1 do
(8) ωi �

�������
ωm− i
1 ωi− 1

m
m− 1
􏽱

;
(9) when ω1 � ω2 � · · · � ωm � 1/m
(10)⟹disp(W) � lnm, a � 0.5;
(11) End.

ALGORITHM 1: Weight of the trust attribute.

Table 3: (ω1,ω2,ω3,ω4) for different values of a.

Weight a � 0 a � 0.1 a � 0.2 a � 0.3 a � 0.4 a � 0.5 a � 0.6 a � 0.7 a � 0.8 a � 0.9 a � 1.0
ω1 0.00 0.0104 0.0145 0.0983 0.1647 0.2500 0.3474 0.4612 0.5965 0.7646 1.00
ω2 0.00 0.0434 0.1065 0.2756 0.2133 0.2500 0.2722 0.2757 0.2757 0.1818 0.00
ω3 0.00 0.1821 0.2520 0.4614 0.2722 0.2500 0.2133 0.1647 0.1647 0.0433 0.00
ω4 1.00 0.7641 0.5965 0.1647 0.3474 0.2500 0.1647 0.0451 0.0451 0.0103 0.00

Input: Y1, Y2, Y3, Y4, and ωm

Output: total trust value
(1) Calculate direct trust function Y1, feedback trust function Y2, reward punishment function Y3, and trust risk function Y4,
(2) Calculate the weight ωm of the trust attribute function (Algorithm 1);
(3) Calculate total trust TG(Di, Dj, S, t).

ALGORITHM 2: Total trust value.

Table 4: Symbols of game parameter.

Symbol Definition
Slossdecacc +e average loss of the service provider in accepting the user’s deception access
Sincomen dec

acc +e average benefit of the service provider in accepting the user’s honest access
Slossn dec

n acc +e average loss of the service provider in rejecting an honest access of the user
Uincomedecacc +e user’s extra benefit of deception access
Uincomen dec

acc +e average benefit of user of honest access
Ucost +e cost of deception for a user
Upunish +e punishment of user for deception
Ai Payment matrix of service provider
Bi Payment matrix of user
ck ∈ [0, 1], (k � 1, . . . , 6) Parameter factor of the game
y∗ Deception probability of user
x∗ Acceptation probability of provider
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Ai �
− Slossdecacc × ci− 1

1 , Sincomen− acc
acc × ci− 1

2 ,

0, − Slossn− dec
n− accci− 1

6 ,

⎡⎢⎣ ⎤⎥⎦, (21)

Bi �
Uincomedecacc × ci− 1

3 − Ucost, − Upunish × ci− 1
5 − Ucost,

Uincomen− dec
acc × ci− 1

4 , 0,
􏼢 􏼣.

(22)

ck ∈ [0, 1], (k � 1, 2, . . . , 6) mainly depends on the trust
level of division size and security and privacy requirements,
and it can be adjusted according to the requirement of
decision maker.

By the simple line drawing method, there is no pure
strategy equilibrium in the gamemodel, but a mixed strategy
Nash equilibrium P1 � (x, 1 − x) is established. Assume that
the service provider chooses the acceptance probability x

and reject probability 1 − x, and the service provider’s mixed
strategy is P1 � (x, 1 − x).

If the user chooses to deception probability y and
honesty probability 1 − y, the mixed strategy is
P2 � (y, 1 − y), then the user’s expected payoff is formula
(23). Taking the partial derivative of formula (23) with re-
spect to y, the first-order optimal condition of the service
provider is the following formula (24), making it equal to 0,
and the acceptance probability x∗ is formula (25):

EU P1, P2( 􏼁 � P2BiP
T
1 � (y, 1 − y) ×

Uincomedecacc × ci− 1
3 − Ucost − Upunish × ci− 1

5 − Ucost

Uincomen− dec
acc × ci− 1

4 0

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ ×

x

1 − x

⎛⎝ ⎞⎠

� y x × Uincomedecacc × c
i− 1
3 − x × Uincomen− dec

acc × c
i− 1
4 + x × Upunish × c

i− 1
5 − Ucost − Upunish × c

i− 1
5􏼐 􏼑

+ x × Uincomen− dec
acc × c

i− 1
4 ,

(23)

zEU P1, P( 􏼁2
zy

� x × Uincomedecacc × c
i− 1
3 + x × Upunish × c

i− 1
5 − Upunish × c

i− 1
5 − Ucost − x × Uincomen− dec

acc × c
i− 1
4 � 0, (24)

x
∗

�
Ucost + Upunish × ci− 1

5

Uincomedecacc × ci− 1
3 − Uincomen− dec

acc × ci− 1
4 + Upunish × ci− 1

5
. (25)

In formula (25), the acceptance probability of the service
provider is related to the payment of the user. Because
0< x∗ < 1 is true, further Uincomen− dec

acc × ci− 1
4 + Ucost<

Uincomedecacc × ci− 1
3 ; if Uincomen− dec

acc × ci− 1
4 + Ucost>

Uincomedecacc × ci− 1
3 , then x∗ > 1, but that is not true. In ad-

dition, according to formula (25), in order to improve the
acceptance probability, when the cost is constant, service
providers can increase the average normal benefit and
punishment of deception and reduce the benefits of user
deception.

+e advantage of the mixed strategy Nash equilibrium is
that users can only get an uncertain game result. Although
users know the payment matrix and decision probability of
service providers, they do not know how to make decisions. In
this game, the acceptance probability and reject the probability
of service provider are x∗ and 1 − x∗, respectively, which can
reduce the control cost of the service provider. Even if denial
access is uncertain, the high probability of rejection threatens
the user’s deception. If the rejection probability is less than
1 − x∗, because the user is rational, according to formula (24),
the best choice of user is deception strategy.

On the contrary, if reject probability is greater than
1 − x∗, the optimal selection of user is honest access. In a
word, if the reject probability of service provider is too low or
too high, users can have the pure strategy choice; under the
mixed strategy Nash equilibrium, the acceptance probability
of service provider is x∗, and reject probability is 1 − x∗,

there is no difference between the user’s choice of deception
and honesty, and service providers do not provide users with
any speculative opportunity. Next, we introduce Lemma 1 to
express the relationship between trust level and payment.

Lemma 1. Both gain and loss of the service provider and the
user are positively proportional to the user’s trust value.

Proof. In Section 4, the gain and loss of the service provider
and the user are Slossdecacc × ci− 1

1 , Slossn dec
n acc × ci− 1

6 ,
Uincomen dec

acc × ci− 1
4 , Sincomen− acc

acc × ci− 1
2 , and Uincomedecacc

×ci− 1
3 . Assume that the trust levels of users Ui and Uj are

Ti, Tj, i< j, i − j � Δ< 0 and ci− 1/cj− 1 � c(i− 1)− (j− 1) � cΔ,
when c ∈ [0, 1], then cΔ > 1, so the ratio of the same payment
value between user Ui and Uj is constant greater than 1, so
their relationship is actively proportional. +is Lemma 1 can
be understood from the actual network application, the trust
value of user is higher, and service providers and users can be
in more in-depth cooperation.

+e mixed strategy Nash equilibrium of the service
provider has been calculated, but each specific evaluation is
not determined, which also depends on the trust level of user
and the probability of the other user’s decision. Because the
evaluation strategies of users with different trust levels are
different and the control strategy depends on the game
result, this is not just one side inference, which is also the
connotation of game theory [20, 22, 31]. Next, we give
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Lemma 2 to show the game control condition based on trust
prediction and payment matrix.

Lemma 2. Assume that the prediction probability PTi of the
user trust level and the payment matrix of the service provider
have been known, formula (26) is the control condition that
the service provider accepts access:

􏽘

N

i�1
PTi − y

∗Slossdecacc × c
i− 1
1 + 1 − y

∗
( 􏼁 Sincomen dec

acc × c
i− 1
2􏼐 􏼑􏽨 􏽩> 0.

(26)

Proof. Because the payment matrix of users of trust levels is
different, PTi can be predicted by fuzzy membership for-
mula and trust evaluation model; furthermore, participants
can judge the total revenue according to the strategy choice.
Assume that the users and service providers are rational,
they seek to play game in the most favorable way of payment
and know that the mixed strategy Nash equilibrium is the
optimal choice for both sides to ensure the maximum benefit
of mutual transaction. +e expected payment matrix
function of the service provider can be expressed as follows:

ES P1, P2( 􏼁 � P1AiP
T
2 � (x, 1 − x) ×

− Slossdecaccci− 1
1 Sincomen dec

acc × ci− 1
2

0 Slossn dec
n accci− 1

6

⎡⎢⎣ ⎤⎥⎦ ×
y

1 − y
􏼠 􏼡

� − x × y × Slossdecaccc
i− 1
1 + x ×(1 − y) × Sincomen dec

acc × c
i− 1
2 − (1 − x) ×(1 − y) × Slossn dec

n acc × c
i− 1
6 .

(27)

We can derive the partial derivative of formula (27) for x,
and the first-order optimization condition for the user is
expressed as follows:

zES P1, P2( 􏼁

zx
� Sincomen dec

acc × c
i− 1
2 + Slossn dec

n acc × c
i− 1
6

− y Slossdecacc × c
i− 1
1 + Sincomen dec

acc × c
i− 1
2􏼐

+ Slossn dec
n acc × c

i− 1
6 􏼑 � 0.

(28)

Further deduction, we can obtain the following formula
of deception probability y∗:

y
∗

�
Sincomen dec

acc × ci− 1
2 + Slossn dec

n acc × ci− 1
6

Slossdecacc × ci− 1
1 + Sincomen dec

acc × ci− 1
2 + Slossn dec

n acc × ci− 1
6

.

(29)

Here, (y∗, 1 − y∗) is the user’s Nash equilibrium of
mixed strategy, and the payment matrix of the service
provider is expressed as follows:

− Slossdecacc × ci− 1
1 , Sincomen dec

acc × ci− 1
2 ,

0, − Slossn dec
n acc × ci− 1

6 .

⎡⎢⎣ ⎤⎥⎦. (30)

In fact, when the service provider’s acceptance proba-
bility is 1, these user’s choices are deception probability y∗

and honest probability 1 − y∗, respectively. According to
formula (30), the first line represents that provider choose to
accept access of user, the first column represents deception
choice of user, and the second column represents honesty
choice, so the benefit of service provider can be expressed as

− y
∗

× Slossdecacc × c
i− 1
1 + 1 − y

∗
( 􏼁Sincomen dec

acc × c
i− 1
2 . (31)

Formula (31) is the benefit of service provider when the
trust level of user is Ti. Because the trust level is uncertain, in
order to obtain the total benefit of the user, and then de-
termine whether the decision is or not, it needs a weighted

sum of each trust level, and the total benefit of the provider is
expressed as follows:

􏽘

N

i�1
PTi − y

∗
× Slossdecacc × c

i− 1
1 + 1 − y

∗
( 􏼁Sincomen dec

acc × c
i− 1
2􏽨 􏽩.

(32)

Solving formula (32), if this value is greater than zero,
and the service provider’s benefit is greater than zero, then
request is accepted; otherwise, access is denied.

5. Experiment and Analysis

Experiment hardware environment: 2 core CPU, clock
2.2GHz, 8GB memories, storage 500GB; soft environment:
Windows 10, 64 Bit. In addition, in order to objectivity, these
experiments are divided into two parts: the synthetic data
and real data.

5.1. Evaluationof SyntheticData. Based on the parameters of
trust and game model, we design relevant experiments by
MATLAB 2015a, and specific numerical details are listed in
Table 5.

5.1.1. Acceptance Probability. +ere are c3 � 0.7, c4 � 0.65,
c5 � 0.7, and Ucost � 100; these values of Uincomen dec

acc ,
Uincomedecacc , and Upunish can be adapted by the trust level.
According to formula (25), if sum between deception cost
and normal average benefit is lower than the deception
benefit, the user can choose deception action.

In Figure 2, with the Uincomen dec
acc , Uincomedecacc , and

Upunish, the acceptance probability rises from 0.62 to 0.71,
0.76, 0.81, and 0.89.

5.1.2. Deception Probability. According to formulas (27) and
(28) and Lemma 1, parameters can be set as c1 � 0.9,
c2 � 0.3, and c6 � 0.3 and the value of Sincomen dec

acc ,
Sincomen dec

n acc , Sloss
dec
acc can be adapted with the trust level. As
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can be seen from Figure 3, deception probability reduces
from 0.35 to 0.29, 0.25, 0.17, and 0.12. +ese higher values of
Sincomen dec

acc , Sincomen dec
n acc , and Slossdecacc are corresponded

to lower deception probability.

5.1.3. Transaction Success Rate. In this section, successful
transaction is that the users choose the honest access, and the
service party accepts access.

In Figure 4, according to the acceptance probability and
deception probability in Figures 2 and 3, after the trans-
action is carried out to a certain stage, the success rates of five
curves are about 0.88, 0.80, 0.70, 0.64, and 0.58, respectively;
on further analysis, both a higher acceptation probability
and a lower deception probability are corresponded to a
better success rate.

5.1.4. Average Payoff of Participant. In the process of trust
game, according to payment matrix formulas (23) and (27),
it is necessary to compare benefits of game participants,
according to values of parameters in Table 5 and Figures 2–4,
and the specific results are shown in Figures 5 and 6.

In Figure 5, the average benefit of user is 520, 460, 387,
300, and 200. On further analysis, when the deception
probability becomes smaller, the acceptance probability
becomes larger, and the user’s income also increases. +is
result validates Lemma 1 very well.

In Figure 6, the average benefit of provider is 60, 49, 30, 25,
and 21. It is like Figure 5, when the deception probability of
users becomes smaller, the acceptance probability becomes
larger, and the benefit of service providers also increases.
Same as Figure 5, this result validates Lemma 2 very well.

According to Figures 5 and 6, users get more benefit than
service providers during the game process. Because service
providers are market-oriented, which can provide many
services to more users, thereby gain more revenue, this
indirectly proves the effectiveness in promoting good faith
and orderly transactions.

5.2. Evaluation of QWS Dataset. In this section, we design
several experiments to compare TGAC (A Trust-Game-Based
Access Control Model for Cloud Services) with RCST (an
improved recommendation algorithm for big data cloud ser-
vice based on the trust in sociology) [7] and FFCT (identifying
fake feedback in cloud trust systems using feedback evaluation
component and Bayesian game model) [19].

For the sake of fairness and credibility of experiments,
these three models are evaluated by CloudSim 4.0; fur-
thermore, we consider the QWS dataset on the http://www.

uoguelph.ca/qmahmoud/qws/, which contains 5000 real
services (Table 6).

5.2.1. Cooperation Rate. In this section, we define honest
access of user and real service provided by a service provider
as a cooperation. +e formula of cooperation rate between
service providers and users is as follows:

Table 5: Values of parameters.

Trust level Slossdecacc Slossn− dec
n− acc Sincomen dec

acc Uincomen dec
acc Uincomedecacc Ucost Upunish

T1 1000 300 300 800 1000 200 350
T2 550 250 250 700 900 200 300
T3 250 200 200 580 800 200 240
T4 180 150 150 450 700 200 200
T5 130 100 100 300 600 200 150
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cooperation rate �
1
n

􏽘

n

i�1

number of services acceped of provider
number of services requested by user

.

(33)

In Figure 7, the cooperation rate of TGAC, FFCT, and
RCST is 0.902, 0.861, and 0.853, respectively. In the RCST,
quantification of trust is relatively simple, which is difficult to
deal with the complex situation, and thus affects mutual trust
and transaction between the two sides in the cloud com-
puting. Although FFCTplays a prominent role in identifying
error feedback nodes, the lack of attribute weight model will
result in accurately determining the role of trust attributes,
which can lead to the reduction of mutual trust, and thus
affects the cooperative transactions between the two sides.
TGAC not only can make use of multiattribute trust algo-
rithms but also can adjust the related parameters by feedback

weight, reward punishment, and risk factors; furthermore, it
can improve the cooperation rate by adjusting the relevance of
honesty probability and deception parameters.

5.2.2. Accuracy Evaluation. Accuracy is used to check
whether the proposed scheme algorithms can accurately and
consistently provide trust calculation, which is often mea-
sured by the error. +e smaller the error, the higher the
accuracy. Assuming that At+1 is the actual trust value, TGt+1
is the prediction trust value at time t + 1, and there are three
methods for the accuracy of the trust evaluation.

MAD (mean absolute deviation) is used to measure the
degree of deviation of evaluation results; thus, the closer its
value is to 0, the higher the evaluation accuracy. It is
expressed as follows:
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Figure 4: Transaction success rate of Nash equilibrium.
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MAD �
􏽐

n
t�1 TG − At

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

n
�

􏽐
n
t�1 et

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

n
. (34)

According to Figure 8, the average MAD of TGAC,
RCST, and FFCT is stable at 0.090, 0.1081, and 0.1019, re-
spectively. When the number of transactions is more than
1200, the curve of TGAC changes more smoothly than do
those of FFCT and RCST, which indicates that fewer trans-
actions enable our model to achieve a better accuracy level.

RMSE (root mean square error) is the variance of the
arithmetic square root, which is used to measure the de-
viation between the evaluation value and the true value. If
the RMSE is smaller, the performance of the algorithm is
better. It is shown as follows:

RMSE �

��������������

􏽐
2
t�1 TG − At( 􏼁

2

N

􏽳

. (35)

According to Figure 9, the average RMSE of TGAC,
RCST, and FFCT is stable at 0.0918, 0.1087, and 0.1025,
respectively. When the number of transactions is more than
1200, the curve of TGAC changes more smoothly than those
of FFCT and RCST, which indicates that fewer transactions
enable our model to achieve a better accuracy value.

MAPE (mean absolute percentage error) is a measure
method of error, which usually expresses accuracy as a
percentage and can reflect the assuredness of the evaluation
model. It is expressed by the following formula:

MAPE �
1
n

􏽘

n

t�1

et

At

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
× 100%. (36)

As can be seen in Figure 10, the averageMAPE of TGAC,
FFCT, and RCST is stable at 10.51%, 12.11%, and 12.75%,
respectively. When the number of transactions is more than
1200, the MAPE fitting curve of TGAC changes more
smoothly than the other two models, which indicate that
fewer transactions can generate unbiased trust prediction.
Based on comprehensive comparative analysis between
Figures 8–10, TGAC has better accuracy than FFCT and
RCST.
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Figure 6: Average benefit of provider.

Table 6: Attributes of QWS.

Attribute Value
Cost (0, 2000)
Response time (ms) (0, 400)
Reputation (1, 10)
Success rate (0, 100)
Reliability (0, 100)
Location {Shanghai, Beijing, London}

Privacy {Visible to anyone, visible to network, not
visible}

Number of
concurrent (0, 1000)

Availability (0, 100)
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Figure 7: Cooperation rate of three models.
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5.3. Application Example. According to the trust value of
participant and the corresponding payoff matrix of the game
model, we can forecast the probability of honesty access of
user and acceptance of provider and thus adjust the cor-
responding parameters to achieve an equilibrium state.

5.3.1. Parameters. In this section, according to Section 3,
trust is divided into very trust, trust, medium trust, doubt, and
distrust, the probability PTi is corresponded to five trust levels
0.1, 0.65, 0.1, 0.1, and 0.05, and the value of c

i
is 0.7, 0.95, 0.9,

0.85, 0.87, and 0.95, and these parameters Slossdecacc ,
Sincomen− dec

acc , Slossn− dec
n− acc , Uincomedecacc , Uincomen dec

acc , Ucost,
and Upunish are shown in the second column to the
eighth column of Table 7. +ese above parameters are put
into formulas (21) and (25), the acceptance probability x∗

of service provider and the deception probability y∗ of
user can be obtained under the mixed strategy Nash
equilibrium, and specific results are shown in Table 7
from the ninth to the tenth column. PTi, ri, Slossdecacc ,

Sincomen dec
acc , and x∗ are put into formula (26), and the

benefit of provider is calculated.

5.3.2. Discussion and Analysis. In this paper, according to
Figures 7–10, our scheme is superior to the RCSTand FFCT,
there are several following factors:

(1) TGAC not only can make use of multiattribute trust
algorithms but also can adjust the related parameters
by risk and reward punishment factors; especially, it
uses feedback weight factors to filter out unnecessary
nodes by the “Six Degrees of Separation,” and this
can ensure the accuracy of trust evaluation and re-
duce the computational burden.

(2) +e prediction probability of trust level is combined
with the decision-making in the paper, which is
appropriate to make use of game theory to analyze
the gains and losses, and the results of the statistical
data of example are shown in Figure 11.

In Figure 11, we can see that the value of Uincomedecacc and
Upunish increases as well as the trust level. When the user
deception cost is fixed, with the decrease in trust level, the
acceptance probability x∗ of service provider increases, and
the deception probability y∗ of user reduces, which is
consistent with the conclusion of the paper. Note: in order to
see the trend of the computed results in the same drawing,
the percentage of the drawings is magnified by 100 times.

6. Conclusion

Trust has a great influence on making decisions in the open
and dynamic network environment, and we construct a trust
evaluation scheme based on multiple factors and propose a
weight method of trust attribute. Furthermore, from the
perspective of game theory, we design the mixed strategy
Nash equilibrium mechanism and give the game control
condition based on trust prediction and payment matrix to
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Figure 10: MAPE in different number of transactions.

12 Mobile Information Systems



encourage the participant to continue honest strategy. +e
experimental results show that our research is feasible and
effective in cloud services. Furthermore, compared with
other two models (RCST and FFCT), our model shows
considerable advantages in terms of trust evaluation accu-
racy and cooperation rate.

In the future, we will use trust-game-based access control
in a more complex scenario, develop more advanced tech-
nology, and design more experiments to further improve the
effectiveness in mobile cloud environments [26, 31, 32].
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[21] R. Salhab, R. P. Malhamé, and J. L. Ny, “A dynamic game
model of collective choice in multi-agent systems,” IEEE
Transactions on Automatic Control, vol. 63, no. 3, pp. 1–15,
2016.

[22] Y. Wang and Z. Cai, “A game theory-based trust measure-
ment model for social networks,” Computional Social Net-
works, vol. 3, p. 2, 2016.

[23] J. Hu, K. Li, C. Liu, and K. Li, “A game based Price bidding
algorithm for multi-attribute cloud resource provision,” IEEE
Transactions on Services Computing, vol. 11, 2019.

[24] V. Cardellini and V. Di Valerio, “Game theoretic resource
pricing and provisioning strategies in cloud systems,” IEEE
Transactions on Services Computing, vol. 13, no. 1, pp. 86–98,
2016.

[25] P. Varalakshmi and T. Judgi, “Multifaceted trust management
framework based on a trust level agreement in a collaborative
cloud,” Computers & Electrical Engineering, vol. 59,
pp. 110–125, 2017.

[26] L. Gao and Y. Zheng, “Game theoretical analysis on accep-
tance of a cloud data access control system based on repu-
tation,” IEEE Transactions on Cloud Computing, vol. 12, p. 1,
2016.

[27] C. Zhang and H.K. Lam, “A new design of membership
function dependent controller for TS fuzzy systems under
imperfect premise matching,” IEEE Transactions on Fuzzy
Systems, vol. 27, no. 7, pp. 1428–1440, 2019.

[28] S. Leonesi, “+e mystery of the six degrees of separation,”
Lettera Matematica, vol. 3, no. 4, pp. 215–220, 2015.

[29] R. Fullér and P. Majlender, “An analytic approach for
obtaining maximal entropy OWA operator weights,” Fuzzy
Sets and Systems, vol. 124, no. 1, pp. 53–57, 2001.

[30] A. Matsumoto, “Repeated and dynamic games,” in Game
6eory and Its Applications, Springer, Tokyo, Japan, 2016.

[31] N. Andiraja, “Optimal control feedback Nash in the scalar
infinite non-cooperative dynamic game with discount factor,”
Global Journal of Pure and AppliedMathematics, vol. 12, no. 4,
2016.

[32] J. D. Rusk, “Trust and decision making in the privacy para-
dox?,” in Proceedings of the Southern Association for Infor-
mation Systems Conference, Macon, GA, USA, March 2014.

14 Mobile Information Systems


