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Abstract. With the proliferation of high-end mobile devices that feature wireless interfaces, many promising applications are
enabled in opportunistic networks. In contrary to traditional networks, opportunistic networks utilize the mobility of nodes to
relay messages in a store-carry-forward paradigm. Thus, the relay process in opportunistic networks faces several practical
challenges in terms of delay and delivery rate. In this paper, we propose a novel P2P Query algorithm, namely Betweenness
Centrality Forwarding (PQBCF), for opportunistic networking. PQBCF adopts a forwarding metric called Betweenness Cen-
trality (BC), which is borrowed from social network, to quantify the active degree of nodes in the networks. In PQBCF, nodes
with a higher BC are preferable to serve as relays, leading to higher query success rate and lower query delay. A comparison
with the state-of-the-art algorithms reveals that PQBCF can provide better performance on both the query success Ratio and
query delay, and approaches the performance of Epidemic Routing (ER) with much less resource consumption.
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1. Introduction

Opportunistic networks [33] utilize the “store-carry-forward” paradigm and leverage the mobility of
nodes to relay messages from the source to the destination. Thus in this sense, opportunistic network is
typically a special case of Delay Tolerant Network (DTN) [9]. Recent years have witnessed a number of
proof-of-concept opportunistic network applications such as ZebraNet [16], CarTel [15], Pocket Switch
Networks [22], and P2P networks [5]. Information dissemination in opportunistic networks has very
different features compared with traditional networks. In traditional wired/wireless networks, there are
usually sustained end-to-end paths existing between the source and the destination. As a result, informa-
tion can be disseminated by maintaining a certain routing topology. However, in opportunistic networks,
due to the intermittent links between mobile nodes and the lack of end-to-end routing path, data can
only be forwarded hop-by-hop in an opportunistic way. In this situation, the key problem is to find a
routing strategy to determine whether to forward or keep the data for the owner when two nodes meet.
In this paper, we focus on P2P query in opportunistic networks, more specifically the Social Opportunis-
tic Network (SON) which is composed by mobile devices held by people. In P2P query, a query node
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first sends an inquiry message across the network to search for another node carrying the corresponding
response message. Then, the response message is forwarded to the query node. Before describing our
work, we first review some related work.

Routing in delay tolerant networks have been extensively studied during the lasting few years, which
focuses on how to select the next-hop data carrier during each encounter. Most work seeks to maintain
a balance between message delivery rate and the cost, i.e., the number of in-network message copies.
Epidemic Routing (ER) [30] is one of the most famous routing algorithms in opportunistic networks,
which utilizes flooding to disseminate information throughout the network. If the resource is not the
main concern, ER guarantees the lowest transmission delay and the highest data delivery rate. However,
constrains in terms of node energy, bandwidth, and buffer size prevent ER from been widely used in
practice. A number of protocols try to reduce the cost of flooding while still maintaining a high message
delivery rate. In [12], the authors proposed a 2-hop flooding algorithm, where the source node relays
messages to the first L contacts, and then these L nodes forward the messages to the destinations. Con-
sequently, each message reaches its destination in two hops, and there are (L + 1) message copies in the
network, which highly reduces the cost incurred by ER flooding. A following proposed algorithm, i.e.,
Spray and Wait (SW) [24] further improves ER by limiting the number of copies and avoiding perfor-
mance deterioration caused by channel competition. Recently, the Spray and Focus (SF) [25] algorithm
improves the SW algorithm by forwarding messages to nodes with higher probabilities to encounter
destinations. Similar routing algorithms are also proposed in [17–19,35].

Several protocols are proposed for disseminating information to nodes with special properties, e.g.,
within a certain area. In [34], Xu et al. presented a spatial-temporal aware algorithm for data dissem-
ination in which each message carries a time-to-live field and its location information. By this means,
the algorithm effectively restricts the data dissemination range and survival time in the network, and
thus the network load and bandwidth consumption are reduced. Wischhof et al. [31] proposed to use
a periodically active broadcasting algorithm for message propagation and introduced dynamic adjust-
ment of broadcasting cycles to improve message relay efficiency. Based on this idea, Eichler et al. [9]
proposed to set the broadcast cycle according to urgency levels of messages. Caliskan et al. [6] intro-
duced location-based fusion techniques into periodically active broadcasting algorithms, which further
improved the message distribution efficiency.

Costa et al. [7] proposed a response message return algorithm which for the first time combined deter-
ministic routing and random routing. In this algorithm, inquiry nodes broadcast an Inquiry Message (IM)
periodically to nodes within their n hops, and then the IM can spread around the network through node
movement. When the message source receives an inquiry message, the response message will be accu-
rately routed to the inquiry node if the source node is close enough to the inquiry node and the source has
reserved deterministic routing information. Otherwise, the response message will be randomly relayed
by choosing some neighboring nodes until the response message’s time to live (TTL) expires. Another
inquiry/response propagation method is proposed in [3] which combines the content-based routing with
the probability-based routing. The forwarding strategy of response message considers not only the dis-
tance between the information carrier and the inquiry node, but also the predicted encountering proba-
bilities between nodes to select the most appropriate node as the next hop, which reduces the delivery
delay.

For the same purposes, Pan et al. proposed in [23] a combined info-acquisition algorithm of inquiry
message and source message. The algorithm targeted at a specific application scenario – Pocket Switched
Networks (PSN) and a content routing-based algorithm is proposed for message inquiry. The algorithm
assimilated the overall inquiry process to anti-permeation in physics, in which each inquiry node peri-
odically broadcasts the inquiry messages with TTL, gradually forming concentration gradient of the IM
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around them. When the source receives an IM, response messages are forwarded to areas with a higher
IM concentration like solvent molecules, and eventually back to the inquiry node. On this basis, Eichler
et al. [9] proposed the idea of setting broadcasting cycles according to importance level. This algorithm
defines several different importance levels for different messages due to limited bandwidth. Also by
using the optimization theory, the algorithm preferentially broadcasts the message with the maximum
priority through dynamic adjustments of broadcasting priority and frequency, so as to enhance distribu-
tion efficiency. Caliskan et al. [6] introduced GPS-based message fusion technology into the message
dissemination of periodically initiative broadcasting and adjusted message dissemination rates according
to nodes’ information pattern, which further improved the dissemination rate.

Ouri et al. [32] proposed a Rank-Based Broadcast (RBB) inquiry algorithm in which inquiry nodes
and source nodes periodically broadcast their IMs and source messages, respectively. Intermediate nodes
maintain two queues for IMs and source messages, respectively. The IMs are ranked according to their
request time, while the source messages are ranked according to their matching degree to IMs. When
the communication channel is established, intermediate nodes will first broadcast the IM with the source
message with the highest priority. This dissemination method can achieve the optimum use of the broad-
cast channel, and thus it maximizes the success rate of message dissemination. In [13], it is proposed
to use metadata to reduce the additional expenses in RBB. Different from RBB, source nodes only
broadcast the metadata instead of an entire source message. When the metadata matches a certain IM,
the request message is sent to the message source, triggering it to transmit the source message. In-
quiry/response is also studied in VANET (Vehicle Ad hoc NET), where Ilias et al. [20] proposed the
concept of vehicle clustering to improve the inquiry process. The message source node periodically
broadcasts the source message, collects IMs from neighboring vehicles, and divides inquiry vehicles
into clusters according to their moving directions. The message source node selects the cluster with the
maximum amount of IMs and forwards the source message to vehicles driving towards the cluster.

So far, we have made a brief survey of routing and inquiry/response algorithms in the literature. In this
work, we focus on SON, where nodes are mobile devices carried by people. With the wide spreading
of smart phones, we believe inquiry/response is a promising research topic in opportunistic networks.
Because the devices are carried by human, the node mobility has some social characteristics, which have
rarely been exploited for inquiry/response by the state of the art. We assume that all the nodes in a SON
are willing to collaborate to relay messages. We introduce a concept, namely Betweenness Centrality
(BC) in SONs. Then, we propose an algorithm for message inquiry/response based on nodes’ BCs. Intu-
itively, nodes with higher BC values indicate that they are more active, and thus have more opportunities
to encounter different nodes. Therefore, they should undertake more message forwarding tasks. Cai et
al. in [8] found that both the node inter-contact time and nodes’ contact frequencies in SON follow
the power-law distribution, indicating that a few nodes play a decisive role in network connectivity and
message transmission while most of the nodes are not so significant [21,26]. Literature [14,36] revealed
that opportunistic networks have a typical “small world” property that on average, most messages can
reach their destination through a short path (about 4–5 hops). Therefore, our design is inspired by those
interesting findings.

Our major contributions in this paper are summarized as follows:
1) We propose a P2P (peer-to-peer) message inquiry scheme called PQBCF based on nodes’ BC value

in SON. PQBCF includes the calculation method for the number of copies of IMs and response
messages.

2) We carried out extensive evaluating on the performance (message delivery ratio and delivery delay)
of the PQBCF algorithm.
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The remainder of this paper is organized as follows. Section 2 presents the PQBCF algorithm. In
Section 3, the performance of PQBCF is evaluated by simulations. Section 4 provides some concluding
remarks.

2. P2P query algorithm based betweenness centrality forwarding

2.1. Problem description and term definitions

The application scenario of our approach is: in SON, when a node (carried by a mobile phone user)
intends to request some certain information (e.g., an MP3 file), it first generates an IM with descriptions
of the required data. In order to reduce the expected inquiry latency, the generator produces multiple
copies of the IM. Intuitively, more copies lead to shorter query delay, however, introducing higher over-
head in buffer management for each node. As a result, an inquiry/response strategy should seek to find
a tradeoff between query delay and overhead. To achieve this objective, PQBCF calculates the number
of copies of the IM in the network according to several factors which include the expected query delay,
the mobility, and density of nodes. Then, the IMs are disseminated to the network by using our PQBCF
algorithm which is based on a metric called Betweeness Centrality. If the IM is passed to a node with
data matching the IM, the node will generate a response message, calculate the number of copies of
the response message, and send the response message back to the inquiry node. The key advantage of
PQBCF is that it utilizes the betweeness centrality metric inspired from social network analysis, and
as a result, PQBCF can significantly reduce the inquiry/response delay. Before describing the details of
PQBCF, we first introduce several definitions used throughout this paper.

Definition 1. Inquiry Message (IM). When a node requests certain information, it generates an Inquiry
Message (IM)with format as follows:

IM (Type, ID_n, ID_m,TTL,Topic,Path,Content)

where, Type is used to distinguish between an IM or a response message; ID_n and ID_m are the identity
of the IM and the inquiry node, respectively; TTL indicates the survival time of this message; Topic is
the query subject; Path keeps track of the nodes passed by during the message delivery process; Content
stands for the query (e.g., requesting an MP3 file).

Definition 2. The Response Message (RM). When a node receives an IM and has requested content, the
node will generate a RM. Its format is defined as follows:

RM (Type, ID_n, ID_m,TTL, ID_d ,Path,Content)

where Type, ID_n, ID_m, TTL, Path are exactly the same with those in the definition of IM; ID_d is the
identity of the destination node (i.e., the node that posts the inquiry); Content is the content requested
by the inquiry node (e.g., the requested MP3 file).

Definition 3. Node Betweenness Centrality. The Betweenness Centrality CB (Pi) of node Pi is used to
quantify the importance of the node Pi in message delivery in the whole network. To formally define
CB (Pi), let gsd denote the number of all the messages successfully delivered between a pair of nodes
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Table 1
Network betweenness centrality

Sum P1 . . . Pi . . . Pn

P1 g1d 0 . . . g1d(Pi) . . . g1d(Pn)
. . . . . . . . . . . . . . . . . . . . .
Ps gsd gsd(P1) . . . gsd(Pi) . . . gsd(Pn)
. . . . . . . . . . . . . . . . . . . . .
Pn gnd gnd(P1) . . . gnd(Pi) . . . 0

Ps and Pd. gsd (Pi) represents the number of the messages that pass through Pi during these message
forwarding processes. Then, bsd (Pi) is defined as shown in Eq. (1),

bsd (Pi) =
gsd (Pi)

gsd
(1)

where bsd (Pi) represents the ratio of the messages successfully delivered via Pi to all messages suc-
cessful messages between Ps and Pd. bsd (Pi) indicates the importance of Pi in delivering messages for
Ps and Pd. Suppose the number of nodes in the network is n, and then the betweeness centrality value
of Pi can be calculated by Eq. (2).

CB(Pi) =
2

(n − 1)(n − 2)

n∑
s=1,s �=i

n∑
d=1,d�=i,s �=d

bsd(Pi) (2)

Therefore, CB (Pi) means the average of all bsd (Pi) for any pair of nodes Ps and Pd in the network.
In SONs, CB (Pi) represents the centrality of node Pi. A high CB (Pi) indicates that node Pi has more
opportunities to contact with other nodes. However, CB (Pi) is only the average for all destination nodes.
In order to analyze the messages that node Pi forwards to a specific destination node Pd, we define
CBd (Pi) which can be calculated by Eq. (3). It looks similar with Eq. (2), and however, the destination
node is fixed. CBd (Pi) indicates the importance of Pi in delivering message to d.

CBd(Pi) =
2

(n− 1)(n − 2)

n∑
s=1,s �=i

bsd(Pi) (3)

To calculate CB (Pi) and CBd (Pi), node Pd maintains a table T (Pd) as shown in Table 1. The rows
in Table 1 are the source nodes Ps (s = 1, 2, · · · , n, s �= d), and the columns are the intermediate nodes
Pi (i = 1, 2, · · · , n, i �= d). The first column (Sum) is the number (gsd) of messages successfully deliv-
ered from the source node Ps to the destination node Pd. Each of the other columns records the numbers
of messages delivered from the source node Ps to the destination node Pd via the intermediate node Pi,
respectively.

One should note that Table 1 can be obtained by each node in a distributed fashion. A message is
forwarded from its source node to its destination via multiple intermediate nodes. Each intermediate
node can thus save its ID into the Path field of the message. When the message reaches its destination
node Pd, Pd updates its T (Pd) table according to the Path field of this message.

According to the table of Betweenness Centrality, a node is able to calculate a bsd (Pi) value and a
CBd (Pi) value setting itself as the destination node. When two nodes meet, they exchange their reserved
bsd (Pi) values and CBd (Pi) values, till all reserved bsd (Pi) values are synchronized and all CBd (Pi)
values updated. After each encounter, the node consciously updates a CB (Pi) value according to all
reserved bsd (Pi) values. Since Table 1 only maintains the local information corresponding to the node
Pd, its buffer consumption is less than O

(
n2

)
even under the worst circumstances, which is desirable

for current mobile devices.



336 J. Niu et al. / A P2P query algorithm for opportunistic networks utilizing betweenness centrality forwarding

2.2. Calculate the number of inquire message copies

In order to reduce the delay of obtaining the corresponding response for an inquiry node, it may
disseminate multiple IMs into the network. However, mobile devices usually have very limited buffer
size. Thus, caching IMs is the main overhead for an inquiry/response system. Intuitively, more IMs
can help to reduce the inquiry delay but incur a higher cost. As a result, the system should carefully
organize the number of IM copies to find a tradeoff between inquiry delay and cost. To achieve this
goal, we propose to calculate the number of the IM copies (denoted as L) in the network according to
the required inquiry propagation delay, node mobility model and network density. An inquiry node can
increase L to have a higher probability to receive the response message in the required delay. Therefore,
determining the value of L is the key challenge for our algorithm.

In [24], Spyropoulos et al. studied the average message transmission delay in intermittently connected
mobile networks. Let S denote the network area. N is the number of mobile nodes.K is the transmission
range. Nodes in the network perform independent random walk and Direct Transmission (source nodes
only forward messages to their destinations). Then, the expected delay of direct transmission is

EDdt = 0.5S

(
0.34 log2 S − 2K+1 −K − 2

2K − 1

)
(4)

The expected delay of the optimal algorithm is

EDopt =
HN−1

N − 1
EDdt (5)

It is proved in [24] that EDopt is the low bound of the expected transmission delay of any algorithms,
where Hn is the nth harmonic number, i.e,

Hn =

n∑
i=1

1

i
(6)

The expected IM propagation delay (ED) should be larger than EDopt, i.e., ED meets the following
condition where a satisfies a � 1

ED = aEDopt (7)

Then the relationship between ED, L and the total number of nodes N in the network can be described
as follows.

(H3
N − 1.2)L3 +

(
H2

N − π2

6

)
L2 +

(
a+

2N − 1

N(N − 1)

)
L =

N

N − 1
(8)

Equation (8) shows the relationship between L, ED and N. However, the number of nodes in the
network is global information that can only be obtained in a centralized way. Moreover, due to the
frequent node movements, it may be dynamically changing over time. As a result, the value of L should
be adaptively tuned according to the number of nodes in current areas.

We use a heuristic method to estimate the number of nodes in the network. Assume that the nodes
move independently and are identically distributed. It is proved in [24] that the delay (denoted as T1) of
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node i in meeting with another node within the area follows an exponential distribution Ddt with mean
of Dd/ (N − 1). Recall that the expected delay of direct transmission is EDdt. Therefore, we have

Ti =
EDdt

N − 1
(9)

The delay (denoted as T2) of node i in meeting with two different nodes follows an exponential
distribution with mean of Ddt (1/ (N − 1) + 1/ (N − 2)), i.e.,

T2 = EDdt

(
1

N − 1
+

1

N − 2

)
(10)

We can derive an estimation of the number of nodes N by combining Eqs (9) and (10),

N =
2T2 − 3T1

T2 − 2T1
(11)

One should note that the node is able to measure T1 and T2 through locally. Thus, the total number of
nodes N in the network can be estimated according to Eq. (11) in a distributed way. After obtaining N ,
we can determine the number L of copies of distributed messages according to Eq. (8).

2.3. Propagation algorithm for inquiry messages

An inquiry node needs to disseminate the generated L IM copies in the network. In this paper, we pro-
pose the Spread distribution algorithm based on improved binary tree, which chooses nodes with greater
values of BC as transmission nodes, making it possible to forward messages as quickly as possible, with
specific procedures as follows:

1. Inquire node Ps generates inquiry messages, determines the ratio a of expected transmission delay
ED and the theoretically optimal transmission delay expected EDopt according to the degree of ur-
gency of inquiry contents; calculates the total number of nodes N according to the value of T1, T2,
confirming the number L of distributed copies of inquire messages, records the node distribution
task with mark token (Ps) = L, turn to step 2;

2. Node Pm carrying inquiry messages decides whether the TTL value of IMs is 0, if positive, delete
the message, turn to step 2; otherwise, to determine whether the label of distributed task token is 1,
if positive, turn to step 3; if negative, turn to step 5;

3. Node Pm carrying IMs meets certain node Pi to exchange the value of T (Pm), T (Pi) of their BC
tables, and calculates the updated value of BC CB (Pm), CB (Pi). Node Pm asks whether node
Pi has been carrying the IM, if positive, repeat steps 3, Pm continues to meet with other nodes;
otherwise, turn to step 4;

4. Nodes Pm, Pi determine whether CB (Pm) < CB (Pi), if established, first of all Pm minus TTL
value of the inquire messages by 1, and then forward the message to Pi, meanwhile deleting its
own copies of the IM, set the of node Pi as 1, turn to step 2; If negative, directly turn to step 2;

5. Node Pm carrying IMs meets certain node Pi to exchange the value of T (Pm), T (Pi) of their
BC tables, and calculate the updated value of BC CB (Pm), CB (Pi). Node Pm asks whether node
Pi has been carrying the IM, if positive, turn to step 2; if not, to determine whether CB (Pm) <
CB (Pi); if established, turn to step 6; If negative, turn to step 2;
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6. First of all, Pm minus TTL value of the IMs by 1, and then forward the message to Pi, meanwhile
allocating half of the distributed task to node Pi, then goes on to the remaining other half of the
task, namely token (Pi) = �token (Pm) /2�, token (Pi) = �token (Pm) /2�, turn to step 2.

In this algorithm, two nodes update their T (Pm) and T (Pi) value when they encounter each other,
and conduct a comparison operation, therefore the algorithm complexity is O (E), wherein E stands
for the number of times that the node carrying IMs meets with other nodes. E

(
= ax−k, k > 1

)
obeys

the power law distribution [8], which means that most nodes in the network have low computational
complexity, and that the algorithm manifests good scalability.

2.4. Back forwarding algorithm for response messages

When a certain node of the network receives an IM, it first checks the Topic field of the IM to determine
whether it is able to respond to such inquiries, if positive, then it performs the following Back Forwarding
algorithm; if negative, the node will perform as a transmission node to implement Spread distribution
algorithm above. The Back Forwarding algorithm is based on the probability of meeting with the target
node and selecting forwarding nodes. The specific procedures are as follows.

1. Response node Pr generates a response message, views the source node ID of ID_n field of the
inquire message, and fills in the source node ID (the message’s destination node ID, without loss
of generality, assumed as Pd), turn to step 2;

2. Response node Pr checks the source node’s expected inquiry delay ED preserved in the Control
field of the IM, determines to back-forward the ratio of expected delay of the response message and
EDopt; measures the values of T1, T2 of the response node Pr , calculates the total number of nodes
N , determines the number of forwarding copies L of the response message, records the forwarding
task mark of response messages token_r (Pr), turn to Step 3;

3. Node Prm carrying IMs decides whether the TTL value of IMs is 0, if positive, delete the mes-
sage, turn to step 3; otherwise, determines whether the forwarding task label token_r (Prm) is 1, if
positive, turn to step 4; if negative, turn to step 6;

4. Node Prm carrying IMs meets certain node Pi to exchange the value of T (Prm), T (Pi) of their
BC tables, and calculate the updated value of BC CBd (Prm), CBd (Pi). Node determines whether
node is the destination node of the IM, if positive, forwards the message, ‘end of algorithm’; if
negative, Prm asks whether Pi carries the response message; if positive, repeat step 4; If negative,
turn to step 5;

5. Nodes Prm, Pi determine whether CBd (Prm) < CBd (Pi), if established, Prm will first minus the
TTL value of the response message by 1, and then forwards the message to Pi, meanwhile deleting
its own copies of the response message, sets token_r (Pi) = 1, turn to step 3; If negative, directly
turn to Step 3;

6. Node Prm carrying IMs meets certain node Pi to exchange the value of T (Prm), T (Pi) of their
BC tables, and calculates the updated value of BC CBd (Prm), CBd (Pi). Node Prm determines
whether Pi is the destination node of the IM; if positive, forwards the message, end of calculation;
if negative, node Prm asks whether node Pi has been carrying the IM, if positive, turn to step 3,
if negative, determines whether CBd (Prm) < CBd (Pi); if established, turn to step 7; If negative,
turn to step 3;

7. Node Prm first minus TTL value of the IMs by 1, and then forward the message to Pi, meanwhile
allocating half of the distributed task to node Pi, then goes on to the remaining t other half of
the task, namely token_r (Pi) = �token_r (Pm) /2�, token_r (Pm) = �token_r (Pm) /2�, turn to
step 3.
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Table 2
Main simulation parameters

Simulation parameter values
Simulation time (hour) 12 (ONE internal timer)
PQBCF learning time (hour) 3
Simulation of the regional area (width, height: m) 4500, 3400
The number of mobile nodes 300, 500, 1000
Node cache (Mbyte) 5
Message size (byte) 512
Minimum node speed (m / s) 0.5
Node maximum speed (m / s) 3
Transmission distance (m) 10, 30, 50, 75, 100
Transfer rate (kbyte / s) 250
FIFO buffer queue model FIFO
Message generation cycle (minute) 15
A 1, 2, 3, 4, 5, 6, 7, 8, 9, 10
TTL (hop) 1, 2, 3, 4, 5, 6, 7, 8, 9, 10

In this algorithm, two nodes update value T (Pm), T (Pi) on meeting each other, and conduct a com-
parison operation, therefore the algorithm complexity is O (E), where E stands for the number of times
that the node carrying inquire messages meets with other nodes. E

(
= ax−k, k > 1

)
obeys the power

law distribution [8], which means that most nodes in the network have low computational complexity
and that the algorithm manifests good scalability.

3. Simulation

3.1. Simulation environment

We use the Opportunistic Network Environment (ONE) [29] to evaluate the proposed PQBCF algo-
rithm. The simulation area is a 4500 × 3400 rectangle, where nodes follow the Random Walk (RW)
mobility Model. Employing RM model is due to its preferable robustness. The moving speed of each
node is within [0.5, 3] m/s. The whole simulation lasts 12 hours. Each node has a buffer size of 5 Mbytes
and the size of each message is 512 bytes. The buffer at each node is managed in the FIFO fashion.
When the buffer overflows, the first entry would be deleted. We set the sending rate of each node to
250 Kbyte/s. Note that each message has a TTL. When the TTL decreases to 0, the message is automat-
ically discarded. We will evaluate the setting of TTL in our simulation. The detailed simulation settings
are shown in Table 2.

At the beginning, nodes are evenly distributed in the network. During the initialization period, each
node calculates its BC CB (Pi) using local encounter information. In our simulation, we set the length
of the initialization period to 3 hours. IMs are generated by the Message Event Generator which comes
with ONE. An IM is generated every 15 minutes. The query and the corresponding data are generated in
a random fashion across all nodes. The queries from the same node vary from time to time.

In PQBCF, each node needs to do online estimation for parameters such as N and I. Consequently,
each node calculates the values of T1, T2 periodically (every 15 minutes) in order to estimate the amount
of nodes Nnew as shown in Eq. (11). The new estimation is then used to obtain a new value of N via a
moving average with Nold (the old estimation of the number of nodes). This new N is then substituted
into Eq. (8) to update the value of L.
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(a) Query success ratio (b) Query delay

Fig. 1. Query success ratio and delay under different settings of a and TTL.

(a) Query success ratio (b) Query delay

Fig. 2. Impact of a and TTL on PQBCF’s performance (range = 30).

3.2. Simulation results

We evaluate the performance of our PQBCF algorithm with two metrics, i.e., inquiry success rate and
inquiry delay. Inquiry success rate is the ratio of IMs which are successfully responded to all generated
IMs. Note that each IM carries a TTL field. When the TTL of an IM decreases to 0, the IM is dropped
which means that the IM fails. Inquiry delay means the duration between generating an IM and receiving
the first correct response message. As for failed inquiries, the inquiry delay is set as 1.5 times of the
simulation time, namely 18 hours. The inquiry delay in this experiment is the averaged across all the
inquire delays.

3.2.1. The impact of expected delay/TTL/range
As discussed previously, the expected delay ED is set to a times of the theoretic value EDopt, where

a is called the expected delay coefficient. In this set of experiments, a increases from 1 to 10. A larger
a means the inquiry node expects to receive the response in a longer delay. The TTL value of IMs is
selected among 1 to 10 hops. A TTL of 10 means that if an IM fails to meet nodes being able to respond
after 10 hops, this IM would be deleted.

Figure 1 shows the query success ratio under different expected delay coefficient a and TTL. The
transmission range of each node is set to 100 meters. In Fig. 1, we can see that the query success ratio
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(a) Query success ratio (b) Query delay

Fig. 3. Impact of the number of nodes on PQBCF’ performance.

grows with the increase of a and also TTL. With a = 10 and TTL = 10, we can achieve a query success
ratio of 82.6%. In practice, the value of a and TTL may vary from one application to another. We can
set a small a for emergency scenarios where we only care responses returned in a short duration. This
is especially useful when the data has to meet certain timeliness. A long delay will make the received
data at the inquiry node out of date. On the other hand, a large a means the query is not in urgency and
the inquiry node can wait for a slightly long time to obtain the response. The TTL is used to control the
number of IMs in the whole network. A larger TTL makes each IM live longer. As a result, there will
be more IMs, which is the main cost of PQBCF. In contrast, if TTL is set too small, IM copies might
be deleted soon after generation, resulting in low query success ratio. Figure 2 shows the impact of a
and TTL on the performance of inquiry when the transmission range is set to 30 m. In comparison with
Fig. 1, we can see a lower query success ratio with higher query delay, which is reasonable since nodes
have less chance to communicate with each other. However, they yield the similar trend as that shown in
Fig. 1.

3.2.2. The impact of node density and node’s moving speed
Figure 3 shows the impact of the node density in the network on the performance of PQBCF. In this

set of simulations, we set N = 300, N = 500, and, N = 1000 respectively. a is set to 6 and the
transmission range is set to 100 meters.

Figures 3(a) and (b) show that a higher node density yields a higher query success ratio and a lower
query delay, respectively. This is because, with the increase of the total number of nodes, the number
of nodes being able to respond to IMs also increases according to the message generation model in our
experiment. Another observation in Fig. 3 is that the performance improved by increasing the density of
nodes is not significant in comparison with that by increasing the TTL.

Figure 4 indicates the influence of node’s moving speed on the performance of PQBCF algorithm. In
this experiment, we examined its performance selectively on v = 0.5 m/s, v = 1 m/s, v = 3 m/s. In this
series of experiment, a = 6, and the total quantity of nodes is 500 with communication radius of Wi-Fi
signal as 100 m.

Figure 4 indicates that with the increase of nodes’ moving speed, the inquiry success rate of PQBCF
improves accordingly, and vice versa. The higher inquire success rate and decrease in transmission de-
lay result from the following process. With the improvement of nodes’ moving speed, the encounter
frequency will increase, thus the inquiry message is relayed in higher efficiency based on PQBCF for-
warding strategy. Compared to the effectiveness of increasing node number, advancing moving speed
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(a) Query success ratio (b) Query delay

Fig. 4. Impact of the nodes’ moving speed on PQBCF’ performance.

(a) Query success ratio (b) Query delay

Fig. 5. Impact of the TTL on algorithms’ performance.

promotes the performance of PQBCF in a larger degree. Since the core strategy of PQBCF is based
on message relay utility rather than redundancy in quantity, therefore the increase in speed and further
increase in relaying efficiency is more effective for the improvement of performance of PQBCF. Yet
similar to increase of node quantity, the increase in nodes’ mobility is equally unobvious compared with
enhancing TTL.

3.2.3. Performance comparision
We compare the performance between PQBCF and several other routing algorithms for opportunistic

networks, including Epidemic routing and SF. Epidemic algorithm [4] is a redundant based flooding
algorithm where nodes keep copying query messages to all contacts. This algorithm has the highest
success rate if no the bandwidth and buffer constrains. However, it consumes too much network resource,
resulting in an impractical method in practical scenarios. Spray and Focus algorithm (SF) [28] is a
hybrid forwarding algorithm. According to SF, messages are forwarded continuously from nodes with
low utility value to higher ones until reaching the destination.

The metric used here are query success ratio and query delay. If nodes in the network have infinite
bandwidth and memory size, the Epidemic algorithm absolutely outperforms all others. In our evalua-
tion, Epidemic routing serves as the performance upper bound. SF algorithm first calculates the number
of copies L, and then forwards L copies of the same IM to another node that may meet the destination
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nodes with a higher frequency. Note that the value of the L in PQBCF algorithm and SF algorithm is the
same, so the comparison between two algorithms is fair. Our PQBCF algorithm works similar with the
SF algorithm except that PQBCF uses the BC of nodes as the utility of forwarding. Figures 5(a) and (b)
show the inquiry success rate and inquiry delay for the three different algorithms under different TTL
values.

In this set of experiments, a = 6, the node transmission range is 100 meters. Figure 5(a) shows
that the query success rates of all the three algorithms grow with the increase of TTL. This is because,
the greater the TTL is the higher the probability that the IM is forwarded to nodes that can make a
successful response to the IM. Because the network resources in our experiment settings are not the
bottleneck, Epidemic routing achieves the highest success rate. However, the gap between the Epidemic
and our PQBCF is not quite small. The SF algorithm performs the worst among the three. The PQBCF
has a significantly higher success ratio than that of the SF algorithm when the TTL is greater than 6.

Figure 5(b) shows the average query delay for the three algorithms with different TTL values. When
the TTL is small, the IMs may be discarded before reaching a node with corresponding information
leading to a fail query. In Fig. 5(b) we can see our PQBCF outperforms SF and yield a close performance
with Epidemic routing.

Figure 6 shows the performance of the three algorithms under different transmission range. In this set
of experiments, a = 6 and TTL = 10. It can be seen from Fig. 6(a) that, with the increase of transmission
range, the inquiry success rate of all three algorithms increased gradually. This is because the increasing
transmission range improves the network connectivity, and thus, the IMs can reach the nodes being
able to respond with a higher probability. Therefore, the inquiry success rate of the algorithm will be
improved accordingly.

In Fig. 6(b), we can see with the increase of range radii of nodes’ wireless signal, the inquiry delay of
each algorithm has reduced significantly. When the range radiuses approaches 100 meters, the inquiry
delay of PQBCF is close to that of the Epidemic algorithm. Compared with the SF algorithm, there is
a more significant drop of PQBCF’s inquiry delay. This is because, as the range radiuses increases, the
network connectivity becomes better, and the nodes forward IMs faster, also forward response messages
back to the inquire node in time, therefore, the inquiry delay of the PQBCF algorithm shows a more
obvious fall.

4. Conclusion

In this paper, we focus on message acquisition scenarios for opportunistic networks consisting of smart
phones. We proposed an efficient P2P query algorithm based on Betweenness Centrality Forwarding
(PQBCF) for opportunistic networking. BC is introduced from social networks to indicate the forwarding
roles of nodes in data transmission. The PQBCF algorithm selects the nodes with major impacts on
data transmission and greater values of BC to forward IMs and response messages. We also design the
algorithms to calculate the optimum number of IM and response message copies in the network to meet
a certain delay constraint. The simulation experiments show that compared to other algorithms such as
the SF algorithm, PQBCF effectively increases inquiry success rate and reduces inquiry delay.

Next, we will implement a prototype system of the PQBCF algorithm and deploy a pilot application
on our campus so that it can be evaluated in a real environment.
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