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Abstract. In Group Nearest-Neighbor (GNN) queries, the goal is to find or more points of interest with minimum sum
of distance to the current location of mobile users. Thesitaforms of GNN use Euclidean distance measure which is not
sufficient to capture other essential distance perceptibheman and the inherent uncertainty of it. To overcomeptidvlem,

an improved distance model can be used which is based onex,ridbser to real-world type-2 fuzzy logic distance model.
However, large search spaces as well as the need for higther-ancertainty management will increase the responsestim
of such GNN queries. In this paper two fuzzy clustering mdshcombined with spatial tessellation are exploited to cedu
the search space. Extensive evaluation of the proposedthstiows improved response times compared teenaethod
while maintaining a high quality of approximation. The pospd uncertainty management method also provides rolssstne
to movement of mobile users, eliminating the need for fultoeputation of candidate clusters when the locations ofigr
members are changed.

Keywords: Group-based search, location-based servicbjlenquery, computational geometry, computational iigethce,
context-awareness

1. Introduction

Mobility of people has enabled collaborative and groupelaactivities for anytime, anywhere access
to information. When processing group-initiated querieglifferent contexts, we have to cope with
inherent uncertainty emerged from various preferencespanceptions of group members. We will
study on an important class of such queries after pointirigsome motivating scenarios and research
challenges.

1.1. Motivating scenarios

In some applications like tourism and crisis managememétaee situations where a group of mobile
users search for nearest point(s) to meet or to perform afgpesk. Group nearest neighbor (GNN)
queries are defined using a source dataset pbintsP = {p1,ps,...,pn}, i.€. alist of hotels or other
destinations in a city, and a set ofquery pointsH = {hq, ho, ..., h,} that represent members of a
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group, where the problem is to find the nearest point(¢} imhich minimize the sum of distances to all
guery points inA [30,31]. This is the main difference of GNN queries with itehal nearest-neighbor
gueries where only the distance to a single query pointisidened. In recent years many improvements
are suggested for GNN queries. However, an important agpsome mobile applications is the role of
human and the subjective satisfaction of user [13], whidaftisn neglected.

In a recent work by Ghadiri et al. [12], it has been argued ghewain problem in traditional GNN is
how to model thalistanceitself. A GNN query is performed by group of people. In a group, each
member may have his/her own perception of distance, witkiplysdifferent preference over each type
of perception. Most of the current approaches to GNN areasea single-measure and crisp distance
function, usually the Euclidean or the spatial networkatise models. Such models are too simple to
handle the perceptions of distance by human and the undetijgher-order uncertainties which arise in a
group. In[12], the authors suggest a multi-measure distaradel, called GREST (GRoup Economical,
Spatial and Temporal) distance. Instead of single-meatistances like Euclidean distance, GREST is
based on three important aspects of distance perceptioarbgin Their model is based on the fact that
guery points are not just points, but a human is situateddt paint, with multiple aspects of distance
perception as well as a set of context-dependent prefesetagses interval type-2 fuzzy sets (IT2FSs)
and the linguistic weighted average reasoning method, ttagethe higher-order uncertainty of group-
based distance measurement as required in real-world GNNegu Improved quality of consensus
has been an important result of their work when handling #egptions of distance and individual
preferences by such model. However, the complicated aistavodeling and the type-2 fuzzy reasoning
method requires heavy computation, which makes the GRES&bGNN method difficult to use in
practical applications such as location-dependent geretiéch are increasingly applied and require solid
frameworks as well as high performance methods [25,33hdukl be noted that existing methods for
performance improvement of GNN queries cannot be used f&$3IRbased queries, since GREST is a
user-dependerttistance measure. In other words, the distance from angequainth; to destination
point p; depends on the user who is situated at the source point, eeaery user is allowed to use
his/her ownperception®f distance angreferencesver each type of distance, expressed by words.

Therefore, we need performance improvement methods forS3Rtased GNN queries. Two such
methods are already presented in [12] with some limitatiofse first method is dividing the group
members into a few sub-groups, depending on their locatibhis approach is useful only with specific
arrangements of member location. They also used the MinifBaonding Rectangle (MBR) to prune
the destination points which may lead to unwanted pruningpafd locations in some situations.

Moreover, many existing GNN approaches only return thelsibgstresult, while in many situations
the group is searching for a set of tépresults. Based on such requirements, we need to design a
new query processing method which allows quickly finding tacddop-k results, possibly by some
approximations. The fast, approximated result set shoellasclose as possible to the ideal set resulted
from ndve, linear scan method of GREST-based GNN search in [12ficeSihe mobile users may
change locations while searching simultaneously, we a® iaterested in analyzing the robustness of
the approximation method to mobility of users.

1.2. Contributions
To meet the aforementioned requirements, in this paper wgest a novel approach for GREST-

based GNN queries. It exploits two fuzzy clustering methentl$ spatial tessellation to divide our set of
destination locations of a city into a set of regions. Exiguthe GNN query involves finding the best
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candidate region(s), followed by searching inside thogeres for topk GREST-based GNN results.
We have also extensively evaluated our approach with skiveliaes. The main contributions of this
work are:

(1) Introducing a two-level approach for GNN queries, Irsttwo-level approach, first we gain some
high level information about the distribution of destimattilocations by fuzzy clustering and
spatial tessellation with Euclidean distance, which digidhe whole area into a set of regions.
Each region may contain one or more destination locationbeMéxecuting each top-GNN
query, the set of regions is searched (instead of the largefsedividual destinations) using
GREST-based GNN toward finding the best candidate regionshwiontain at leask points.
After selection of candidate region(s) a finer level GRE@%dd GNN is performed over them
returning the desired top-destinations.

(2) Evaluating the quality of partitioning the space by fwzkustering with four indices.

(3) Evaluating the quality of approximation in GREST-bas&ldN queries, based on the Jaccard
similarity measure between two interval type-2 fuzzy sets.

(4) Analyzing the effect of moving people on changes of besidaate region(s), to evaluate the
advantages of our two-level approach combined with typaz2yf uncertainty management for a
group of mobile users.

The rest of the paper is organized as follows. Section 2 cosspthe related works. Section 3
overviews some basic concepts and techniques. The GRE&hcksmodel is described in Section 4.
Section 5 presents our proposed methods of GREST-based @Bity grocessing which utilizes two
types of fuzzy clustering and tessellation to find the bestidating region(s) followed by searching
inside those regions using the GREST as a type-2 fuzzy mdtsure distance model. This section
also presents a comprehensive set of evaluation criterighéogeneralized GNN queries which use
multi-measure distances like GREST. Section 6 highligh¢siinportant experimental and evaluation
results of the proposed method and Section 7 concludes fes.pa

2. Related works

Mobile and location-dependent queries have attractechsixie research in recent years [10,15,25].
The effect of movement of the mobile user between cells [2@] its database aspect [39] are already
studied as well as nearest-neighbor queries [45] and a mé&hmanaging their uncertainty [38]. These
are personal, non-group queries. The term GNN for groupdagieries was originally coined by
Papadias et al. [30]. They also used the term Aggregate Blddesghbor (ANN) for such queries [31]
and examined two new aggregate functionim and max. They showed that GNN can be used in
many interesting application domains like tourism, findopimum locations for establishing chained
stores and virtual battlefield. To improve the performanhbey offered three methods based on the
Euclidean distance model. Many performance improvemettiogs are suggested for GNN queries by
other researchers, which are often based on single meaistaaaks like the Euclidean distance. Two
geometric pruning methods for search space reduction visvefiered by Li et al. [22].

Voronoi diagrams have been a well-known method for proogssiobile queries [43] and mobile
navigation [44,49]. In a recent work by Sharifzadeh and &ba[87], Voronoi diagrams are used to
improve the performance of several types of nearest neigieries, including GNN and top-GNN
qguery. Voronoi diagrams are also exploited in the speciissbof spatial network queries [36,50]. In
group-based case, in addition to Euclidean distance, GNIyayer spatial networks is also studied [47].
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Safar [35] proposed a method for processing GNN queriesatiadmetwork databases using Voronoi
diagrams. In his method, the shortest paths are pre-cochpnie stored in a specific data structure to
be used for improving the performance of GNN query. A similass of group-based queries hamely
group nearest-group query is introduced by Deng et al. [E]inextension for querying over moving
objects is studied by Hu et al. [19]. The problem of privacsNN query is considered by Hashem et
al. [16].

To the best of knowledge of the authors, all of current stidieGNN query processing and improving
its performance are based on a single-measure distancd,raitber Euclidean or the network model.
Moreover, while fuzzy logic is used in query processing [745], and the role of user and collaboration
is also considered [6,18], none of the aforementioned nastiandles the high-order uncertainty. A
probabilistic approach to uncertainty management for GNINrigs was proposed by Lian et al. [23]
which uses the Euclidean distance. The probabilistic aggiracannot be used to model human’s
perception of distance. In contrast, a type-2 fuzzy distanodel named GREST [12] makes it possible
for mobile users to have multiple types of distance peroaptiith different perceptions toward each
type, all described by natural language words. It has beewrshhat the GREST distance model
provides much higher degrees of consensus to satisfy as gnany members as possible, and is further
improved by sub grouping [12]. However, the GNN query bagethe GREST distance model requires
heavy computations which prevent its efficient use realldvorobile usage scenarios.

Existing methods of GNN performance improvement are noliegigle to the GREST distance model,
as its computation depends on each user’s perception ofdisteimce type. We cannot build a single
index as required by most performance improvement methblis. paper is an effort to overcome this
problem of GREST-based GNN queries by using fuzzy clusgeaind spatial tessellation. The main
difference between this paper and our previous work [12h igheir scope. It was very different and
focused on human-centric aspects of the proposed GRESIhdesmodel, such as the quality of group
consensus and sub-grouping. This paper focuses on perioeniaprovement of GREST-based GNN
queries and providing more robustness to changes in moddelacations that use the same distance
model.

3. Preliminaries

Three topics are covered by this section. First, we give ef lwerview of type-2 fuzzy sets that
are used for handling high-order uncertainty in the GRESTatlice model. Section 3.2 introduces two
fuzzy clustering methods which are used in our approach ttitipa the search space into a set of
smaller regions. Voronoi diagrams are explained in Seci@nand will be used later to convert the
fuzzy partitions into hard ones.

3.1. Modeling and reasoning in type-2 fuzzy systems

Real-world concepts like distance are inherently uncertaor example, there is no exactand generally
accepted definition of the wontkear. In fact, different people may have different beliefs abwotds.
Although fuzzy sets are closer to the real-world than crisis,sa key problem in some situations is
how to define the membership functions for the classic fuety.dMendel has shown that two forms of
higher-orderuncertainties exist in such cases [26]. The first typatim-uncertainty. When we ask a
user to define the shape of a fuzzy set, he/she gives only artaircdefinition of its boundaries. The
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second type imter-uncertainty.Different people may have different interpretations of reofuzzy set
is exactly defined.

Interval type-2 fuzzy sets (IT2FS) are proposed in [29] todia such higher-order uncertainties. The
IT2FSs will help us to model both the intra-uncertainty antki-uncertainty about a word, using a
footprint of uncertaintfFOU) [27], which can be considered as a fuzzy membership funatith an
extra degree of freedom. The GREST distance model whichrisdnced in Section 4 uses the FOUs
for every distance measure such as spatial, temporal ambedotype. Moreover, different people may
have different preferences toward each type of distance.didtance model uses IT2FSs again to allow
people to use a predefined set of words (stgall medium, larggto express their preferences toward
spatial, temporal and economical distance types in natamglage.

3.2. Fuzzy clustering methods

As the first step of partitioning the large space of GNN queriee will use fuzzy clustering. In
clustering, objects (destination locations in this cotjtaxe grouped together according to a similarity
measure. This helps us to find the underlying structure indata. Knowing such structure can
potentially improve our GNN query processing methods.tlrditure, fuzzy partitioning has shown two
advantages over crisp or hard clustering methods like KAdesnd K-Medoids [34]: First, it allows
each object to be a member of more than one cluster, using fuembership functions. Second, it
prevents the problem of local minima as an optimization fgnwb For the purpose of our work, we use
the second feature to partition the search space efficiently

The mostwidely used method of fuzzy clustering is Fuzzy GaMe(FCM) [5]. The algorithmis based
on minimizing an objective function. The number of clusismetermined initially by the user. Distance
measurementin FCM is based on a dissimilarity function Wwigicmputes the distance from each point
to each cluster center using the Euclidean distance med3ased on such distance measurement, FCM
generally performs well in finding ‘globular’ clusters.

An alternate of FCM algorithm is known as GK clustering prega by Gustafson and Kessel [1]. The
main difference between GK and FCM is in their dissimilafiipctions. Each cluster in GK is allowed
to have its own norm inducing matrix for distance measurdnfeor example, distance measurementin
horizontal direction toward the center of a specific clustay assume a higher weight than the vertical
direction and vice versa. This allows the detection of ‘mpobular’ clusters by computing distance on
different scales for each orientation. We expect this featd GK clustering to be practically useful,
since the Points of Interest (POIs) in our GNN queries ar@aoessarily distributed in globular regions.
For instance, the POls alongside a river may form a straigin;globular cluster.

After performing fuzzy clustering, we will convert soft pigions to hard ones for making decisions
about the candidate points to carry out the GREST-based GiMiktls. One way of doing this is to
assign each input to the cluster with the highest degree oflraeship. Another way is to augment the
clustering with spatial tessellation which is introducedhe next subsection.

3.3. Spatial tessellation

In the second step of our heuristic in partitioning the lasgace of GNN queries we will use spatial
tessellation. Spatial tessellation by using Voronoi diagiis a well-known method in computational
geometry for partitioning the space. Given a segefieratorpoints, the ordinaryoronoi polygon
associated with every generator pgiptn n-dimensional space is definediag;) shown by Eq. (1) [9]:

V(pi) = {x € R"|ds(x,p;) < ds(z,pj) for any j # i} 1)
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wheredg denotes the ordinary spatial (Euclidean) distance. A \oirdiagram divides the given space
into several areas. Each area contains all points whichl@serctop; than any othep; for every; # i.

In Fig. 2 parts (a2) and (b2) two examples of Voronoi diagraans be seen with two different sets of
25 generators each. To partition the space using Vorongralas, the set of generator points must be
supplied by user. For our specific GNN application, we wikk atuster centers resulted from the fuzzy
clustering as generators.

By using tessellation after clustering, we expect bettemfdion of hard clusters from soft clusters
created by FCM or GK clustering methods. This method of eaimgrthe boundaries of fuzzy partitions
was first introduced by Hoppner and Klawonn [17] and we use dur GNN processing scheme. In
literature, Voronoi diagrams are also used for detectimxipmity relationships between clusters faster
than ndve method of cluster-by-cluster comparison [4]. Compgkibronoi diagrams to clustering, we
believe that each partitioning method has its own strengtitsweaknesses. Our idea will be based on
incorporating the strong points of both methods to pregere¢arch space for complex uncertainty-aware
search based on a type-2 fuzzy logic distance model.

4. Overview of the GREST distance model

This section contains an overview of the important featafése GREST distance modelintroduced by
the authors of [12]. The GREST distance model replaces et distance of classic GNN queries and,
because of being user-dependent, prevents us from usisgjctaethods of performance improvement
for GNN queries.

As discussed in Section 1.1, the Euclidean distance whialidegly used in classic GNN queries has
some shortcomings for real-world applications of such gserThe ‘G’ in GNN stands for ‘group’ and
the members of any group may have different types of distpaposeption. Moreover, thepreferences
toward each type of distance measurement can be differeritenWtying to take such aspects into
account, we will also need to cope with to another importanblem, the problem of higher-order
uncertainties. The GREST distance model [12] provides atisol for these problems and we give a
brief overview of its features here.

The first strong point of GREST is that different types of aigte perception are allowed. In addition
to thespatialmeasure which is represented by the Euclidean distanceeratlire, there are two other
important aspects of distance measurement by human, naenebporalandeconomical For example:

— Using thespatial measure, destinations are considemedr to some people if they are within a
radius of, say, 500 meters from their current location.

— In atemporalcontext, distance is proportional to the travel time betma®y two points. Again, the
wordnearcan be assigned to those locations which are within 15 mérfuden the current location.

— From aneconomigoint of view, the distance is proportional to the cost ofélang from source to
destination point.

The above three common aspects of distance measurementhugeid in and aggregated model of
distance measurement named GREST [12].

The second important capability of GREST is coping with leighrder uncertainty. It has been argued
that different members of a group may have different opisiabout the boundaries of given words for
distance perception and for preferences [12]. For exanapleember; may use the wordearin a
spatial context for those locations which have a distand6.6f1.0] kilometers, while another member
he may define the same word as the [1.0, 2.0] interval. The saotdem exists for expressing the
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preferences by different members. Again, if we ask the mesitoedefine an interval between 0-1 for
their preferences such asall, moderate, largea member liké,; may define the wordmallas [0.1-0.3]
and another membér, may define the same word as [0.15-0.25]. The authors in [1®} $hat such
complexities give rise to higher-order uncertainties whiannot be handled by current methods. To
solve the aforementioned problems, they have introduce GREST distance model which allows the
members of any group to define and use a set of words in natungilhge to express each type of their
perception of distance (e.gearfor the spatial ananoderatefor the economical perception). They can
also use words likemallandlargeto express their preferences toward each distance typeopkowith
higher-order uncertainties of distance perception, GRESSs IT2FS for each distance measure and
the Linguistic Weighted Average (LWA) as introduced in [2@), for their combination. The GREST
function is shown by Eqg. (2).

WsDg(h,p) + WrDr(h,p) + WeDg(h, p)
Ws+Wr +Wg

Dgrest(h,p) = 2)
where Dg(h, p), Dr(h,p), Dr(h,p) represent the perceptions of spatial, temporal and ecambmi
distance by each member respectively. The preferencedsofrtamber over each distance type are
defined as words represented by dfig, W, W for spatial, temporal and economical preferences
respectively. For example a user who prefers temporal riistaver spatial and economic distances
will be able to assign type-2 fuzzy weighssnall large, smallto Wy, Wy, Wg respectively. The
DGREST(h p) represents the distance from any membes any destinatiop.

It should be noted that all distance measu®s,(Dr, D) and their weights{’s, Wr, W) in
Eq. (2) are IT2FSs represented by FOUs and this equatiom idustration purpose. When processing
a GNN query,DGREST(h,p) will be computed for every user and every destination. Tiselte of
such personal distance perceptions are integrated at gidenel of reasoning, with the possibility of
assigning different weights to different users.

The GREST distance function shown by Eg. (2) have been us&REBST-based GNN queries [11]
and in our process as described in the next section.

5. The proposed method for GREST-based GNN query processing

In Section 5.1 we present the proposed methods of perforiammrovement for GREST-based GNN
gueries. Section 5.2 provides several evaluation critelniah will be used in our experiments to evaluate
the proposed methods.

5.1. Overview of the process

As discussed in Section 2, existing GNN performance impram and search space pruning methods
are distance-specific (usually Euclidean or network disgaand cannot be used with a multi-measure,
user-dependent distance model like GREST. However, tredirgiperformance improvement methods
for GNN queries are eithémdex-basedr usepre-computationin several query processing schemes, pre-
computation methods have shown better performance [23C32]strategy is also based on partitioning
the space as a pre-computation phase which is performedanky for each combination of a city, its
POl locations, and each configuration of group preferen@éisen executing the GREST-based GNN
guery, this partitioned space makes it possible to begirstfagch at a coarse level toward finding the
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Fig. 1. Overview of the proposed GNN query processing method

best approximate region, and performing the GNN at a finesl iegide that region. We can divide the
process into two phases, as shown in Fig. 1.

The build phasecomprises two important activities. The first activity islding the interval type-2
fuzzy sets for desired types of distance measurement. Zyfpezy FOUs are constructed from user-
defined intervals using the Interval Approach introduced_hwand Mendel [24]. The input to this
activity is the set of user-defined intervals for each fuzaguistic variable. The outputs are the type-2
fuzzy FOUs which reflect thgroup’sdefinition of the fuzzy sets involved in distance percepiand
preferences. The resulting FOUs are stored and will be usgaeaty phase. The second activity in the
build phase is partitioning the POI space which is done bgteling the POI space to find the cluster
centers and membership degrees. Then cluster centerseateasigenerator points for building the
Voronoi diagram which determines the final partitioning logé POl space. Building the type-2 fuzzy
sets is performed once for each configuration of group peefers. The whole partitioning is performed
only once for each city.

In thequery phasgfirstthe GREST function is defined using the FOUs as alretiga@ at build phase.
This multi-measure distance function is fully customizedtoup’s definition of uncertainty boundaries
for each fuzzy set. It also provides enough flexibility to diernthe type-2 fuzzgpatial temporaland
economicapreferences of the users as weights of the linguistic wedjaverage. At the query phase,
the stored information about space partitions are the fitstftarget points for GNN. To respond to the
GNN query, the best candidate partitions are selected bas#ukir distance. The GREST distance is
computed for each partition using the FOUs of distances agf@mences. The output of this step is a
FOU itself, for which the type-2 fuzzy centroid is calculdtnd used as a real number to rank different
partitions or POls. This leads to selection of one or morétgars which potentially contain the desired
GNN points, using the group’s specific GREST function.

Two evaluation activities (one for each phase) are also teghonitoring thequality of clustering
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and thequality of approximatioras feedback mechanisms. Measuring the quality of clustdwtps to
select better values for initial number of clusters and balldescribed in Section 5.2.3.

To ensure the validity of the proposed optimization methoe,measure the similarity between the
ideal set of top-k results as retuned by the original mettidj, [with our optimized (approximate)
method. We name it thguality of approximatiomnd will describe it in Section 5.2.1. A value of 1.0 for
this measure shows that all returned fopesults match the original results. Otherwise, some riegult
POls are near-ideal points.

If the first partition with the highest rank contains less B@lan requestekl points, another partition
will be added to the list, until the selected partitions @dmtat leastc POls. Finally, we perform the
GNN at a finer level using the GREST function again, over allRidthe selected partition(s) and return
the top4 best GNN results.

We have two reasons for using the Euclidean distance in tase@mputation phase, in lieu of the
GREST distance. First, the GREST model is necessary onlp@altensiderable amount of uncertainty
exists. When partitioning a city into a set of clusters, tigahce from any point to its cluster center
is rather small, and there is no need to differentiate sipaganporal and economic measures with
uncertainty. The second reason is that the GREST distangseisdependent and even if we were
able to find a clustering method which uses this model, it wdnd very difficult and computationally-
inefficient to perform the clustering based on GREST. Tleesfwe used the Euclidean distance in the
pre-computation phase and the GREST distance in both lef/fie execution phase.

5.2. Evaluation criteria

In this section we give an overview of several evaluatioteda which will be used to analyze the
proposed method from different aspects. The main aspeceasuning the validity of our proposed
method as a similarity measure between ideal and approadrap+ result sets. In addition, we need
to evaluate the quality of clustering method, its effect enfgrmance improvement and robustness to
changes in user locations.

5.2.1. Quality of approximation based on IT2FS Jaccard Igirity

The proposed method of processing toEREST-based GNN queries in Section 5.1 limits the search
space to the best selected partition(s) only. Althoughé#mnttipn selection is based on group’s customized
GREST multi-measure distance, there is no guaranty thagdleeted partition(s) will contain all toj-
results of the normal, non-partitioned execution of thtve@&GREST-based GNN algorithm. In other
words, we may obtain an approximate result. An importantsueahere is the degree to which this
ranked approximate top-set of POls is similar to the optimum set. For this purpose suggest a
pair-wise comparison of similarity between optimum set @#and the POlIs returned by our method.
To determine the degree of similarity between two POls atingrto group’s GREST function, we need
to compare the output of ranking mechanism when triggereddny of them as input. We have two
choices:

— Comparing their numeric ranks, which was calculated ini8e@& as thecentroidof interval type-2
fuzzy output (FOU).
— Comparing the-OUsresulted from each method, using a type-2 fuzzy similarigasure.

The first option is reasonable for ranking, but may not penfarell for similarity measurement. Two
different FOUs may have almost equal centroids, and twdaifRDUs may have different centroids due
to their differences in shape. Therefore, the second ofgtiorore reasonable for similarity measurement
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since it directly compares two FOUs using a type-2 fuzzylsirity measure. Several similarity measures
for interval type-2 fuzzy sets are studied and compared byawdli Mendel [41]. Their own Jaccard
similarity measure for interval type-2 fuzzy sets has shtiwenbest characteristics and we will use it
here, shown by Eg. (3):

Sy(A,B)= 240D 3)
p(AU B)
In Eq. (3), A and B represent the ideal and approximated query results,Sgnshows the degree of
similarity between these two sets and the maximum valueigirtidex is 1.0 which happens when two
FOUs are identical or fully similar.

We will use the average of such pair-wise measures, betwedr@Us resulted from our method and
those resulted from the ideal ones, for evaluating the tyuafliapproximation in different configurations.

5.2.2. Performance improvement

Comparing the quersesponse timef proposed method with previous GREST-based GNN methods
is an important criterion and its calculation is straightfard. We will compute the build time and
execution time of our proposed methods for each combinaficlustering methods, number of clusters,
with or without tessellation and with two different dataseWe define speed-up factors to show how
much our method performs faster, compared to thieelinear scan method of computing GREST-based
GNN queries. They will be calculated using build time andming time measured in seconds and
show the amount of time required for each phase of our metlesdribed in Section 5. One factor
assumes build phase followed by a single execution of qaenther assumes the more realistic case of
build-once/execute many times scenario of GREST-based @bessing.

5.2.3. Quality of clustering

Several indices are proposed in literature for evaluatiegauality of clustering. No single criterion
provides the ‘best’ information in all situations. Thus, wil use four of the evaluation methods and
integrate the results to make better decisions about tretecring method and the initial number of
clusters. Our clustering evaluation methods are define#]as [

() The Partition Coefficient (PC) [5], which calculates tbeerlapping between fuzzy partitions.

The highest amount of PC shows the best clustering quality.

(i) The Classification Entropy (CE) [5] is also similar to Pt it calculates the fuzziness of the
partitions.

(i) The Partition Index (SC) [3], is useful when compariegveral clustering methods by a fixed
number of clusters. The clustering method which gives Io8@iis better.

(iv) The Xie and Beni’s index (XB) [42], determines both timernal variation of clusters and how
well the clusters are separatexternally The best number of clusters is when the lowest value
of XB is obtained.

There are also other indices like Dunn’s Index and Alteri2d@n’s Index but we did not get any
interpretable results for our GNN context by using them.

5.2.4. Robustnegsf candidate clustgrto mobility
Based on Zadeh's principle oflbn’'t need”in handling uncertainty [48] and by utilizing advanced
uncertainty management methods like type-2 fuzzy logic,ane interested in taking the advantage
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of its robustness to small changes in user locations. Ferphipose, we will simulate the result for
movement of each user in either horizontal or vertical dioecby various distances. There have been
studies on mobility patterns which are out of the scope & tasiper. However, we focus on the result
of mobility regardless of its pattern, i.e. we focus on th&tatice traveled from original location to new
random location by each member of the group. The variatiarmsest dominating clusters are monitored.
Fewer changes in best clusters will reduce the need to regbeatculation of the best clusters for local
movements and will result in greater robustness to mohilityie group. After selecting the best cluster,
even if it remains unchanged, a new direct GREST-based GNRQIs inside that cluster using the
GREST distance measure is still necessary, since the aggredistances may have been changed.

6. Experimental results

This section begins with an overview of the software envinent, data and configuration of preferences
and distance measures. Then each set of evaluations willdsemted. Our experiments performed in
MATLAB, using a clustering toolbok which implements several algorithms including FCM and a
numerically robust version of GK clustering algorithm [L4F well as their evaluation methods. We
also used IT2FS softwatevhich implements interval type-2 fuzzy set algorithms inthg the LWA
and Jaccard similarity measure. All experiments were rua daal-core machine with 2GB of RAM.

For POI data, we extracted the location information of 126t in Paris and 195 hotels in Vienna
from GeoName$. They are selected as representatives of a large- and a medienity respectively.
The location data was first imported into PostGIS and thenl iseMATLAB after conversion and
normalization. The distribution of preferences towarathdistance measures between group members
is random, i.e. one-third of members predpatialmeasure ovaemporalandeconomicameasures and
so on. For POIs, random distribution over the whole city dsased. Several other distributions were
already examined [11] , including random distribution ogesmaller area and clustered distribution of
people in 3 or 4 subgroups. However, for the purpose of thiepdhe random distribution of POI over
large area with random preferences is selected as a chialipogse for performance improvement.

6.1. Clustering and tessellation

The results of clustering are shown in Fig. 2 (al) for FCM améFig. 2 (b1) for GK clustering of
Paris data forr = 25 clusters. The cluster centers are then used as geneoatds 0 perform the
tessellation by Voronoi diagram as shown in Fig. 2 parts &) (b2). The overlay of clustering with
Voronoi diagram is also shown in Fig. 2 parts (a3) and (b3).c#s be seen from the Fig. 2, the shape
of FCM clusters is almost globular, while some GK clustergehdifferent, non-globular shapes. Since
the natural grouping of POls, i.e. city regions, is rarelglmllar, the GK clustering detects them better
than FCM. However, GK also produces some unwanted, integiéregularities on cluster boundaries
which we try to modify at the next step of our process by th@ laéMoronoi polygons.

The Voronoi polygons also follow cluster boundaries. Thas e seen by comparing the shared
boundary at empty area on Fig. 2 (a3) at the coordinates 8f0(@) where cluster boundaries and

Lhttp://www.fmt.vein.hu/softcomp!.
2http://sipi.usc.edu/"mendel/software/.
Shttp://www.geonames.org/data-sources.html.
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Fig. 2. Partitioning by FCM clustering (al) and GK cluster{bl), followed by tessellation (a2,b2) and overlay of thustering
and tessellation (a3,b3). Initial number of clusters is 25.

Voronoi shared edge overlap at the same location. Morei\aan be observed intuitively from Fig. 2

parts (b1)-(b3) that Voronoi tessellation has the effeainaking irregular boundaries more uniform.
This is the key result of performing Voronoi tessellatiorepeluster centers. Considering the lower GK
clusters in Fig. 2 (b1), the unwanted protrusion of clustets each other is clear. The corresponding
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Voronoi polygons modify those boundaries toward a mordst@hatural partitioning.

As a result, many central regions in Fig. 2 (b2) have weliffed rectangular shapes which conforms
to actual shape of some municipal regions.

In other words, the Mahalanobis distance in GK clusteritigwad a better optimization process for
finding the centers of natural clusters, and the uniform laah distance measure of Voronoi diagram
modified the boundaries of resulting regions.

6.2. Search performance

We evaluated the performance improvement of our proposdtiatdg according to the criteria in
Section 5.2. Both FCM and GK clustering methods were appligid and without Voronoi tessellation
over two datasets. Cluster size plays a crucial role henegdihe selected best cluster(s) at the first
step of our GREST-based GNN query processing method (se®i$8F must have two important, yet
contradictory, characteristics:

— The best cluster must conta@is much ideal points as possibte preserve the quality of approxi-
mation and good ‘resembling’ of the ideal set by the actusilits.

— This cluster should bas compact as possihl® preventlong response times as a result of processing
more points than required.

Therefore, we expect more performance improvement fronhigiie quality clusters without any loss
of the quality of approximation. We performed our experimsemith several cluster sizes selected from
previous experiments in Section 6.1.

Table 1 shows the details of this set of experiments withediffit methods and cluster sizes. In this
table,c is the number of clustergys shows the number of best dominating cluster(s) which corgti
leastk points andNpg; is the actual number of POls in that cluster(s). We selekted12 assuming
that top-12 points are requested by GREST-based GNN quée/.cdlumnsl'gy ;. p andTryy Sshow
the build time and running time in seconds.

Sgr1 andSgrio are the speed-up factors calculated as the ratio of respiomsdyy our method to the
response time of fiee method for each datasefy is the average quality of approximation for each
row. The -V’ in ‘method’ column means using Voronoi tessditbn.

Considering theéVg column, it can be observed that except for the GK clusteongaris withc = 75,
one cluster has been sufficient in other cases. This is a veeakai GK with this cluster size. However,
the interesting point is that Voronoi tessellation conttés very well to solving this problem by allowing
this cluster to contain 19 points in the area surroundedsbydtonoi polygon.

For the Paris dataset, GK clustering with= 15 combined with Voronoi tessellation outperforms
other methods by running 9.9x faster for single-run andx 108 10-run successive query executions.
However, the quality of approximation has reached its maxinvalue by using the same method of
GK-V, with cluster size ot = 75. At this cluster size, speed-up factors are still reasten@.6 and 10.7
for single- and 10-run respectively).

For the experiments on the Vienna dataset, shown on the Ipartrof Table 1, best performance
improvements are achieved by GK clustering again. Whilesfagle-run case the FCM clustering
with Voronoi (FCM-V) reached a 4.4x speed-up factor, GK tduigig gives 5.6x at the cluster size of
¢ = 20 and GK clustering with Voronoi gives 5.6x at= 10, though with slightly lower quality of
approximation. While we observed small changes in builéirand running times between successive
executions, the order of speed-up factor and the qualitppfaimation remain unchanged.
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Table 1
Results of evaluating the performance improvement of oop@sed method

Dataset Method ¢ N Npor Tsvuip Trun Sri  Srio Jx

Paris FCM 20 1 108 1.85 9.26 8.3 9.8 0.7821
40 1 85 1.38 893 9.0 10.2 0.7634

55 1 58 2.30 8.09 8.9 11.1 0.7634

75 1 57 2.56 946 7.7 9.5 0.7634

90 1 59 3.97 10.68 6.3 8.4 0.7634
FCM-V 20 1 114 1.60 955 83 9.5 0.8384
40 1 85 1.32 8.97 9.0 10.2 0.7821

55 1 59 2.37 8.21 8.8 11.0 0.7821

75 1 56 2.69 943 7.6 9.5 0.7821

90 1 58 394 1062 6.4 8.4 0.7821

GK 15 1 103 1.87 8.58 8.9 10.6 0.7428
30 1 103 3.34 950 7.2 9.4 0.8775

60 1 57 24.61 8.36 2.8 8.6 0.7634

75 2 61 19.24 9.71 32 8.0 0.7625

90 1 46 35.40 9.72 21 7.0 0.7623

GK-Vv 15 1 92 1.65 7.67 9.9 11.8 0.7930
30 1 102 2.94 945 75 9.5 0.8388

60 1 60 21.24 859 31 8.6 0.7634

75 1 19 19.27 6.75 3.6 10.7 0.9924

90 1 46 38.73 9.78 1.9 6.8 0.7821
Vienna FCM 10 1 36 0.77 336 35 4.1 0.9988
20 1 28 0.58 340 3.6 4.1 0.9988

40 1 14 0.79 384 31 3.6 0.9988

50 1 17 0.93 478 25 2.9 0.9988
FCM-V 10 1 29 0.43 279 44 5.0 0.9988
20 1 26 0.51 3.27 3.8 4.3 0.9988

40 1 14 0.84 3.87 3.0 3.6 0.9988

50 1 16 0.97 472 25 3.0 0.9988

GK 10 1 45 1.15 3.88 28 3.6 0.9988
20 1 13 1.56 240 3.6 56 0.9631

40 1 14 2.54 3.84 22 3.5 0.9988

50 1 14 3.38 459 1.8 2.9 0.9988

GK-Vv 10 1 24 112 242 40 56 0.9789
20 1 21 1.56 294 32 4.6 0.9965

40 1 15 2.57 3.92 22 3.4 0.9988

50 1 15 3.39 464 1.8 2.9 0.9988

A graphic representation of the performance improvemetéscted in Fig. 3. For the Paris dataset,
although FCM exhibits higher speed-up factor for some ciaidéig). 3(a), its quality of approximation is
low, compared to GK clustering combined with Voronoi whidfecs the best combination of performance
improvement and quality of approximation. For the Viennedat shown in Fig. 3(b), there is a difference
between FCM and GK, with GK being slightly better in terms péed-up factor. The diagrams also
clearly show that with increasing number of clusters, penfmce will not increase due to the loss of
clustering quality and increased time for cluster search.

6.3. Quality of approximation
This part of experiment shows the validity of our proposegragpimation method. We already

observed the average similarity measure between inteypat2 fuzzy sets of the ideal and actual POI
sets in the last column of Table 1. This measure was calcutgdhe average of individual similarity
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Fig. 3. Performance improvement results (a) for Paris éa#s for Vienna dataset.

values between any two POls from the two sets, as descriliekition 5.2.1. Table 2 shows the detailed
similarity measures for selected configurations which d@t&d in one or more aspects in Table 1.

The columns/1..712 represent the FOUs of the idefalpoints as calculated by the iwa method.
The rowsA1.A12 represent the FOUs of the actdapoints as calculated by our method. For the Paris
dataset, when using GK clustering in combination with Vaicat ¢ = 15, the table shows that only
the first 3 pointsd1, A2, A3 resulted from our method are similar to the ideal points witsimilarity
degree of above 0.9. Other points are similar to a degree aiftalh7, which leads to the average
approximation quality of 0.7930. When using GK clusterimgl &oronoi atc = 75, we observe strong
similarity between the actual and ideal sets. Many poingssamilar with similarity degree of 1.0. In
fact, they are either identical points or points that are/\@ose to each other, based on the GREST
distance measure. The result is an average approximataitygof 0.9924 which is very interesting.
Recall from Section 6.1 that= 75 was one of the best values in quality assessment for GKaueth

For the Vienna dataset, many similarity values are eithg@ol very close to 1.0, with FCM-V being
slightly better than GK-V in some cases. An interpretatithat cities with smaller number of POls are
less sensitive to initial number of clusters. In such caset) FCM and GK clustering in combination
with Voronoi tessellation provide good approximation djyal

6.4. The effect of mobility

As discussed in Section 5.2, by exploiting the advancednaiogy management methods like type-2
fuzzy logic, we are interested in taking the advantage afolksistness to small changes over the input
domain. For this purpose, we simulated the movement of eachlyar of the group, in either horizontal
or vertical direction, by various distances from 250 meter8000 meters. Table 3 shows the result of
this experiment for the same important configurations trexevexamined earlier from other aspects. In
this table,NV is the order of the best clusters. The colundnend R show the cluster number and its
ranking value respectively. The ranking value is the cedinbthe IT2FS resulted from calculating the
GREST to each cluster by the LWA method according to Sectién Bor the GK clustering over the
Paris dataset at = 15 with Voronoi tessellation where the approximation gyalvas not very high,
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Table 2
Results of evaluating the quality of approximation using dlaccard similarity measure between type-2 fuzzy setseaf mhd
actual selections

Configgfig A/l 11 12 13 14 15 16 17 18 19 110 111 112
GK-V Al 0.9894 0.9894 0.9942 0.9961 0.9961 0.9961 0.996196190.9961 1.0000 0.9902 0.9889
Paris A2 0.9075 0.9075 0.9117 0.9135 0.9135 0.9135 0.918336. 0.9135 0.9170 0.9188 0.9197

c=15 A3 0.9021 0.9021 0.9063 0.9081 0.9081 0.9081 0.9081 0.9m8081 0.9115 0.9184 0.9194
A4 0.7523 0.7523 0.7556 0.7572 0.7572 0.7572 0.7572 0.75737R 0.7599 0.7666 0.7676
A5 0.7523 0.7523 0.7556 0.7572 0.7572 0.7572 0.7572 0.757372 0.7599 0.7666 0.7676
A6 0.7383 0.7383 0.7415 0.7431 0.7431 0.7431 0.7431 0.743430 0.7458 0.7522 0.7532
A7 0.7383 0.7383 0.7415 0.7431 0.7431 0.7431 0.7431 0.743430 0.7458 0.7522 0.7532
A8 0.7357 0.7357 0.7389 0.7405 0.7405 0.7405 0.7405 0.740806 0.7431 0.7495 0.7505
A9 0.7357 0.7357 0.7389 0.7405 0.7405 0.7405 0.7405 0.740808 0.7431 0.7495 0.7505
A10 0.7357 0.7357 0.7389 0.7405 0.7405 0.7405 0.7405 0.72,0805 0.7431 0.7495 0.7505
A1l 0.7343 0.7343 0.7375 0.7391 0.7391 0.7391 0.7391 0.7B9IBI1 0.7417 0.7481 0.7491
Al12 0.7250 0.7250 0.7282 0.7298 0.7298 0.7298 0.7298 0.7129298 0.7324 0.7387 0.7397

GK-V Al 1.0000 1.00000.9951 0.9933 0.9933 0.9933 0.9933 0.9933 0.9933 0.98979D.9.9784

Paris A2 1.0000 1.00000.9951 0.9933 0.9933 0.9933 0.9933 0.9933 0.9933 0.98949D.9.9784

c=175 A3 0.9933 0.9933 0.9960.0000 1.0000 1.0000 1.0000 1.0000 1.000®961 0.9863 0.9850
A4 0.9933 0.9933 0.996Q1.0000 1.0000 1.0000 1.0000 1.0000 1.000®961 0.9863 0.9850
A5 0.9933 0.9933 0.99601.0000 1.0000 1.0000 1.0000 1.0000 1.000®961 0.9863 0.9850
A6 0.9933 0.9933 0.996Q1.0000 1.0000 1.0000 1.0000 1.0000 1.000®961 0.9863 0.9850
A7 0.9933 0.9933 0.99601.0000 1.0000 1.0000 1.0000 1.0000 1.000®961 0.9863 0.9850
A8 0.9933 0.9933 0.996Q1.0000 1.0000 1.0000 1.0000 1.0000 1.000®961 0.9863 0.9850
A9 0.9894 0.9894 0.9942 0.9961 0.9961 0.9961 0.9961 0.996960 1.0000 0.9902 0.9889
A10 0.9797 0.9797 0.9844 0.9863 0.9863 0.9863 0.9863 0.986863 0.99021.0000 0.9986
All1 0.9784 0.9784 0.9831 0.9850 0.9850 0.9850 0.9850 0.985@50 0.9889 0.99861.0000
Al12 0.9741 0.9741 0.9788 0.9807 0.9807 0.9807 0.9807 0.9BQ807 0.9845 0.9943 0.9956

FCM-V Al 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.00000@.0L.00000.9957 0.9957
Vienna A2 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.00000Q.0L.00000.9957 0.9957
c=10 A3 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.00000@.0L.00000.9957 0.9957
A4 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.00000Q.0L.00000.9957 0.9957
A5 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.00000@.0L.00000.9957 0.9957
A6 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.00000Q.0L.00000.9957 0.9957
A7 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.00000@.0L.00000.9957 0.9957
A8 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.00000Q.0L.00000.9957 0.9957
A9 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.00000@.0L.00000.9957 0.9957
A10 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.00000Q.0L.00000.9957 0.9957
A1l 0.9957 0.9957 0.9957 0.9957 0.9957 0.9957 0.9957 0.9@9B57 0.99571.0000 1.0000
Al12 0.9957 0.9957 0.9957 0.9957 0.9957 0.9957 0.9957 0.985B57 0.99571.0000 1.0000

GK-V Al 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.00000Q.0L.00000.9957 0.9957
Vienna A2 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.00000@.0L.00000.9957 0.9957
c=10 A3 0.9957 0.9957 0.9957 0.9957 0.9957 0.9957 0.9957 ©.9®9957 0.99571.0000 1.0000
A4 0.9957 0.9957 0.9957 0.9957 0.9957 0.9957 0.9957 0.9989B50 0.99571.0000 1.0000
A5 0.9957 0.9957 0.9957 0.9957 0.9957 0.9957 0.9957 0.9988B50 0.99571.0000 1.0000
A6 0.9957 0.9957 0.9957 0.9957 0.9957 0.9957 0.9957 0.9989B50 0.99571.0000 1.0000
A7 0.9612 0.9612 0.9612 0.9612 0.9612 0.9612 0.9612 0.969B1R 0.9612 0.9653 0.9653
A8 0.9612 0.9612 0.9612 0.9612 0.9612 0.9612 0.9612 0.969B1R 0.9612 0.9653 0.9653
A9 0.9612 0.9612 0.9612 0.9612 0.9612 0.9612 0.9612 0.968B1R 0.9612 0.9653 0.9653
A10 0.9612 0.9612 0.9612 0.9612 0.9612 0.9612 0.9612 0.9B9B12 0.9612 0.9653 0.9653
A1l 0.9569 0.9569 0.9569 0.9569 0.9569 0.9569 0.9569 0.9%68%69 0.9569 0.9611 0.9611
Al12 0.9569 0.9569 0.9569 0.9569 0.9569 0.9569 0.9569 0.9%6%69 0.9569 0.9611 0.9611

we can observe a change in the top cluster on the first row frdito 1.1, 4 and so on. For the same
method at: = 75 which also presented the best quality in previous exparinwe can observe that the
top cluster remains equal to 6 for movements of users by as msid 750 meters in either direction.
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Table 3
Results of mobility for different amounts of user movement

No move  250m 500m 750m 1000m 1250m 1500m 1750m 2000m

Config N I R I R I R I R I R I R I R I R I R
GK-V 1 14 4112 11 4.091 4 4109 11 4.045 11 4.120 11 3.782 13 4.0323.849 11 3.826
Paris 2 11 4.121 13 4.157 11 4120 13 4.124 14 4153 14 3915 4 4.0323.847 4 4.116
c=15 3 13 4181 4 4165 14 4121 4 4152 3 4.178 13 3.931 11 4.0443.834 14 4.116
GK-V 1 6 3320 6 3320 6 3.320 6 3.344 6 3428 6 3419 6 3311 6 3.424 60 3.795
Paris 2 60 4.063 34 4.036 34 3.448 34 4.065 34 3.773 34 3.771 34 3.8843.231 59 3.796
c=75 3 25 4107 60 4.063 60 3.978 60 4.069 60 3.947 11 4.124 6004.GD 4.087 6 3.805
FCM-V 1 1 2315 1 2341 1 2341 1 2315 1 2320 1 2341 1 2347 1 239 3 2397
Vienna 2 6 2378 6 2384 6 2378 6 2352 7 2369 6 2352 6 2381 7 2398 7 2436
c=10 3 7 2399 7 2399 7 2399 7 2399 3 2375 7 2368 3 2473 6 2417 1 2437
GK-V 1 1 2320 1 2347 1 2341 1 2320 1 2347 3 2346 1 2367 10 2.385 3 2.377
Vienna 2 3 2373 3 2373 3 2343 3 2341 3 2347 1 2352 3 2386 1 2395 7 2398
c=10 3 10 2.375 10 2.399 10 2.388 10 2.405 10 2.393 7 2372 7 2436 3 2395 10 2.449

For the Vienna dataset, as shown in the lower half of the Taplesing either FCM with Voronoi or
GK clustering with Voronoi tessellation keeps the top 3 @us unchanged up to about 1000 meters of
random movement.

6.5. Quality of clustering the POls

For an extensive analysis of the effect of initial number hfsters, the POls of both cities were
clustered using FCM and GK methods with several initial namsiof clusters. The desired minimum
number of clusters will depend on several parameters iimgduithe total number of POIs. In practice,
there is alower limit on number of clusters, since with small number of clustecheduster will
contain a large portion of POIls and will not contribute to aain goal of pruning the search space
and improving the performance. There is aldugher limit on number of clusters for each city. Large
number of clusters will have a negative effect since we gheehlrch over all cluster centers to find
the best candidate clusters. This will become a time cormsgipiocess itself, hindering the desired
performance improvement. Considering both limitations,sglected the range of values4@ < 100
for Paris and 16< ¢ < 70 for Vienna, to focus on the potentially useful intervals.

The quality indices are depicted in Fig. 4 and Fig. 5 for theésPand Vienna datasets respectively.
Recall from Section 5.2 that PC and CE indices have theill iddaes at their maximum, while SC and
XB have their ideal values at their minimum.

For the Paris dataset and FCM clustering, shown in Fig. 4f&),PC index which measures the
overlapping between fuzzy clusters is decreasing ferl5 and above since the overlap increases with
higher number of clusters. Local optimums can be seen-a65 andc = 75. For GK clustering, shown
in Fig. 4(c), this index is similar to FCM, but increases agar ¢ = 70 and above. It can be interpreted
as GK clusters beginning to take better shapes than FCMectuat this point.

The CE index is almost monotonically increasing as shownign #a) and (c). A small change
of its behavior can be observed at abeut 70, which will help us to make decisions when used in
combination with other indices. In Fig. 4(b) the SC index sageral local optimums for FCM, but has
the same monotonic behavior for GK clustering as can be sdeéigi4(d). The interesting index for this
dataset is XB, shown in lower diagrams of Fig. 4(b) and (djefliects more variations than other three
indices. For small number of clusters, the XB index is highcaln be interpreted as non-optimality of
such cluster numbers which are near the lower limit. Thellmdaima points for FCM are at = 20, 40,
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Fig. 4. The results of evaluating the quality of clustering Paris dataset, using FCM is shown in (a), (b) and using GK
clustering in (c), (d).

55, 90 and for GK at = 15, 30, 40, 60, 75, 90 where we expect better quality of ctirgje Therefore,
we will focus on these points in next experiments to examinepsoposed method of clustering and
tessellation from other aspects.

Figure 5 shows the results of evaluating the quality of etisgy for the Vienna dataset. The PC index
in is monotonic again, but in opposite direction for both FENMbwn in Fig. 5(a) and for GK clustering
shown in Fig. 5(c). The increasing behavior of this indexwdtionot be interpreted as a indication of
better clustering. For high number of clusters, e.g. 40 in this dataset which contains only 195 POls,
many clusters will contain only 2—-3 POlIs, or a single POI fatew regions. The SC index shown in
Fig. 5(b) and Fig. 5(d) has the same problem with its conlstaleicreasing value. The CE index has a
couple of interesting (local maximum) pointsat 25, 30 for FCM shown in Fig. 5(a) and at= 20
for GK clustering shown in Fig. 5(c). The XB index in Fig. 5@nd Fig. 5(d) is again more interesting
than other three indices for Vienna dataset. We will focug enl0, 20, 40, 50 which correspond with
local optimums of the last two indices either for FCM, GK ottno
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Fig. 5. The results of evaluating the quality of clusteriong ¥ienna dataset, using FCM is shown in (a), (b) and using GK
clustering in (c), (d).

It should be remembered that although XB or other measurgsextabit near-optimum values for
¢ > 80, the increased number of clusters will degrade the pedaoce of GREST-based GNN queries.
For smaller number of POls like Vienna, high number of cliste > 50 or more) leads to very slow
convergence since each cluster will contain a very smallbarof POIs. We observed some irregular
cluster shapes with unnecessary large number of clusters.

6.6. Summary of key results
Based on our experiments, we can summarize some key findingsdanform to our initial require-

ments:

— The quality of approximation based on the type-2 fuzzy Jatesamilarity measure agrees with
optimum number of clusters and shows that fuzzy clustenimgreented with Voronoi tessellation is
a very good approximation to original GREST-based GNN gpeogessing method of [12].
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— Clustering improves the performance up to 10 times, withosing the quality of approximation,
i.e. the similarity value of 1.000 between ideal and actop#t GREST-based GNN results.

— We observed that Voronoi diagrams improve both FCM and GKteling; GK clustering performed
better than FCM when combined with Voronoi tessellatiorthatlocal optimum points of the XB
quality index.

— The number of clusters is an important factor. In fact, adraff between response time and the
quality of clustering is required which also affects thelgyaf approximation.

— In GK clustering when we have local optimum value of the XB lgyandex, we observed the
best speed-up factor both for Paris and Vienna datasets. uBmenting the clustering at those
local optimum points with Voronoi tessellation, we achigeebetter quality of approximation than
non-Voronoi modes.

— The user can make a decision on initial number of clustersebgctng the values corresponding
to local optimum points of XB index for GK clustering. Suchlwas minimize the run time and
provide good quality of approximation.

— The effect of size of the city; for the larger city of Paris {BK clustering exhibits a great difference
with FCM in quality of approximation. For a smaller city likdenna, all methods provided good
performance for: < 40 clusters with a very small difference in the quality of epgmation.

— Robustnessto the movement of people up to about 1000 mef@sided when using GK clustering
combined with tessellation for the larger city, and by bottimads for the smaller city.

7. Conclusion

In this paper we proposed a hovel method for efficient groaged GREST-based GNN query process-
ing. Two well-known fuzzy clustering methods were exteabiinvestigated using several evaluation
criteria, over two datasets of POls representing a largeaneldium-sized city. The process also utilized
spatial tessellation which augmented the clustering biebshaping of cluster boundaries, especially
the irregular regions resulted from GK clustering.

The experimental results which conformed to our initialfided requirements provided a performance
improvement of up to ten times theima method, with a high quality of approximation as computgd
the type-2 fuzzy logic similarity measure.

Future work may include other aspects of distance measoirepécific application areas, in addition
to the spatial, temporal and economical distances.

References

[1] R.Babuka, P.J.van der Veen and U. Kaymak, Improved ¢awee estimation for Gustafson-Kessel clusteringFunzzy
Systems, 2002. FUZZ-IEEE’02, Proceedings of the 2002 |EiEriational Conference 912002, pp. 1081-1085.

[2] B. Balasko, J. Abonyi and B. Feikuzzy Clustering and Data Analysis Toolbox Man2405.

[3] A.M. Bensaid, L.O. Hall, J.C. Bezdek, L.P. Clarke, M.Liltsger, J.A. Arrington and R.F. Murtagh, Validity-guided
(re)clustering with applications to image segmentatiugzy Systems, IEEE Transactions4qid996), 112—123.

[4] S. Bereg, M. Gavrilova and Y. Zhang, Robust Point-Logatin Generalized Voronoi Diagrams, in, 2009, pp. 285-299.

[5] J. Bezdekpattern Recognition with Fuzzy Objective Function Aldaris Kluwer Academic Publishers Norwell, MA,
USA, 1981.

[6] S. Cabalg, F. Xhafa and L. Barolli, Using mobile devices to suppotirencollaborative learningylobile Information
Systems (2010), 27-47.

[7] M.A. de Leite and I.L.M. Ricarte, Fuzzy Information Rietval Model Based on Multiple Related Ontologies, imols
with Artificial Intelligence, 2008. ICTAI '08. 20th IEEE ketnational Conference qr2008, pp. 309-316.



(8]

(9]
[10]

[11]
[12]
[13]
[14]
[15]
[16]
[17]
[18]
[19]
[20]
[21]

[22]

(23]
[24]
[25]

[26]
[27]

(28]
[29]
[30]
[31]

[32]
[33]

[34]
[35]
[36]
[37]

N. Ghadiri et al. / Optimizing the performance and robusteftype-2 fuzzy group nearest-neighbor queries143

K. Deng, H. Xu, S. Sadiq, Y. Lu, G. Fung and H.T. Shen, Pssaay Group Nearest Group Query, Data Engineering,
2009. ICDE '09. IEEE 25th International Conference, @909, pp. 1144-1147.

M.M. Deza and E. Deza, Encyclopedia of Distances Hncyclopedia of Distance009, pp. 1-583.

A. Durresi and M. Denko, Advances in mobile communioas and computingylobile Information Systents(2009),
101-103.

N. Ghadiri, A. Baraani, N. Ghasem-Aghaee and M. Nerktibh, A Human-Centric Approach To Group-Based Context-
Awarenesslnternational Journal of Network Security and its Applicets 3 (2011), 47—-66.

N. Ghadiri, A. Baraani, N. Ghasem-Aghaee and M. Nenidibh, GREST — A Type-2 Fuzzy Distance Model for Group
Nearest-Neighbor QuerieSubmitted2010).

S.R. Gulliver, G. Ghinea, M. Patel and T. Serif, A contaware Tour Guide: User implicationsjobile Information
System§ (2007), 71-88.

D.E. Gustafson and W.C. Kessel, Fuzzy clustering witbzzy covariance matrix, inDecision and Control including
the 17th Symposium on Adaptive Processes, 1978 IEEE Cooéeog 1978, pp. 761-766.

A.M. Hanashi, I. Awan and M. Woodward, Performance eatibn with different mobility models for dynamic proba-
bilistic flooding in MANETSs,Mobile Information Systent(2009), 65-80.

T. Hashem, L. Kulik and R. Zhang, Privacy preservingugranearest neighbor queries, iRroceedings of the 13th
International Conference on Extending Database Technpld@M, Lausanne, Switzerland, 2010, pp. 489-500.

F. Hoppner and F. Klawonn, Improved fuzzy partitions for fuzegnession model#yternational Journal of Approximate
Reasonin@2 (2003), 85-102.

H.-H. Hsu and C.-C. Chen, RFID-based human behavioratiogl and anomaly detection for elderly catdpbile
Information System@ (2010), 341-354.

X. Hu, L. Yansheng and L. Zhicheng, Continuous Group fdsaGroup Query on Moving Objects, irEducation
Technology and Computer Scien(&TCS, 2010 Second International Workshop, @910, pp. 350-353.

J. Jayaputera and D. Taniar, Data retrieval for locatiependent queries in a multi-cell wireless environmbfubile
Information Systems (2005), 91-108.

T. Kwok, K. Smith, S. Lozano and D. Taniar, Parallel Fuzz Means Clustering for Large Data Sets, Euro-Par 2002
Parallel ProcessingB. Monien and R. Feldmann, eds, Springer Berlin / Heidelb20§2, pp. 27-58.

H. Li, H. Lu, B. Huang and Z. Huang, Two ellipse-basedpng methods for group nearest neighbor queries, in:
Proceedings of the 13th annual ACM international workshopQ@eographic information systemACM, Bremen,
Germany, 2005.

X. Lian and L. Chen, Probabilistic Group Nearest NeighQueries in Uncertain Databasd§iowledge and Data
Engineering, IEEE Transactions @® (2008), 809-824.

F. Liu and J.M. Mendel, Encoding Words into Interval B@ Fuzzy Sets Using an Interval Approa€luzzy Systems,
IEEE Transactions o5 (2008).

Z. Mammeri, F. Morvan, A. Hameurlain and N. Marsit, Léica-dependent query processing under soft real-time
constraintsMobile Information Systent(2009), 205-232.

J.M. Mendel, Computing with words and its relationshigith fuzzistics)nf Sci177(2007), 988-1006.

J.M. Mendel, Type-2 Fuzzy Sets and Systems: An Overy@srected reprintjfComputational Intelligence Magazine,
IEEE 2 (2007), 20-29.

J.M. Mendel, On answering the question “Where do | stadrder to solve a new problem involving interval type-2
fuzzy sets?”|nformation Science$79(2009), 3418—-3431.

J.M. Mendel, R.1. John and F. Liu, Interval Type-2 Fuingic Systems Made SimplBuzzy Systems, |IEEE Transactions
on 14 (2006), 808-821.

D. Papadias, Q. Shen, Y. Tao and K. Mouratidis, Grougesaeighbor queries, ilData Engineering, 2004. Proceed-
ings. 20th International Conference a2004, pp. 301-312.

D. Papadias, Y. Tao, K. Mouratidis and C.K. Hui, Aggregaearest neighbor queries in spatial databa&sed] Trans
Database Sys20(2005), 529-576.

W. Pedrycz, A. Skowron and V. Kreinovichlandbook of Granular ComputingViley-Interscience, 2008.

I. Priggouris, D. Spanoudakis, M. Spanoudakis and Sljigfthymiades, A generic framework for Location-Based
Services (LBS) provisioningylobile Information Systen(2006), 111-133.

S. Rovetta and F. Masulli, Vector quantization and furanks for image reconstructiohrmage and Vision Computing
25(2007), 204-213.

M. Safar, Group K -Nearest Neighbors queries in spatdvork databasedpurnal of Geographical Systera (2008),
407-416.

M. Safar, D. Ibrahimi and D. Taniar, Voronoi-based nmeseenearest neighbor query processing on spatial networks,
Multimedia System&5 (2009), 295-308.

M. Sharifzadeh and C. Shahabi, VoR-Tree: R-trees wilowoi Diagrams for Efficient Processing of Spatial Nearest
Neighbor QueriesProceedings of the VLDB Endowmeén{2010).



144  N. Ghadiri et al. / Optimizing the performance and robustestype-2 fuzzy group nearest-neighbor queries

[38] G. Trajcevski, A. Choudhary, O. Wolfson, L. Ye and G. Uncertain Range Queries for Necklaces, Mobile Data
Managemen{MDM), 2010 Eleventh International Conference, @010, pp. 199-208.

[39] A. Waluyo, B. Srinivasan and D. Taniar, Research ontiocadependent queries in mobile databadeternational
Journal of Computer Systems Science & Enginee2id(R005), 79-95.

[40] D. Wu and J.M. Mendel, Aggregation Using the Linguistieighted Average and Interval Type-2 Fuzzy Sé&iszzy
Systems, IEEE Transactions ©6(2007), 1145-1161.

[41] D. Wu and J.M. Mendel, A comparative study of ranking huets, similarity measures and uncertainty measures for
interval type-2 fuzzy setdnformation Science$79(2009), 1169-1192.

[42] X.L. Xie and G. Beni, A validity measure for fuzzy clusigg, Pattern Analysis and Machine Intelligence, IEEE
Transactions o013 (1991), 841-847.

[43] K. Xuan, G. Zhao, D. Taniar, W. Rahayu, M. Safar and BnB&san, Voronoi-based range and continuous range query
processing in mobile databasésurnal of Computer and System ScieniceBress, Corrected Proof(2010).

[44] K. Xuan, G. Zhao, D. Taniar, M. Safar and B. Srinivasaarohoi-based multi-level range search in mobile navigatio
Multimedia Tools and Application®010), 1-21.

[45] K. Xuan, G. Zhao, D. Taniar and B. Srinivasan, Contirai®ange Search Query Processing in Mobile Navigation, in:
Parallel and Distributed Systems, 2008. ICPADS '08. 14tBEHnternational Conference 2008, pp. 361-368.

[46] J.Yang and Y. Ning, Research on feature weights of fuzayeans algorithm and its application to intrusion detecti
in: Environmental Science and Information Application Ted¢bgy (ESIAT), 2010 International Conference p2010,
pp. 164-166.

[47] M.L. Yiu, N. Mamoulis and D. Papadias, Aggregate nenesghbor queries in road networksnowledge and Data
Engineering, IEEE Transactions drY (2005), 820-833.

[48] L.A.Zadeh, From computing with numbers to computinghawords. From manipulation of measurements to manipu-
lation of perceptionsCircuits and Systems I: Fundamental Theory and ApplicatidBEE Transactions 046 (1999),
105-119.

[49] G.Zhao, K. Xuan, W. Rahayu, D. Taniar, M. Safar, M. Gk and B. Srinivasan, Voronoi-Based Continuous k Nearest
Neighbor Search in Mobile Navigatiomdustrial Electronics, IEEE Transactions ¢2010).

[50] G. Zhao, K. Xuan, D. Taniar, M. Safar, M. Gavrilova and &inivasan, Multiple Object Types KNN Search Using
Network Voronoi Diagram, in:Computational Science and Its Applications — ICCSA 2@9Gervasi, D. Taniar, B.
Murgante, A. Lagaa, Y. Mun and M. Gavrilova, eds, Springer Berlin / Heidelhe2§09, pp. 819-834.

Nasser Ghadiriis a PhD candidate of computer engineering at the Facultygfrieering of the University of Isfahan (Ul). He
earned his M.Sc and B.Sc degrees from the University of 8aind Isfahan University of Technology, respectively. ldsaarch
interests are spatial and mobile databases, computaiitteligence and service-oriented architectures. He issanber of
IEEE and ACM.

Ahmad Baraani-Dastjerdi is an assistant professor of computer engineering at thedboli Engineering of the University

of Isfahan (Ul). He got his BS in Statistics and Computing 8¥71. He got his MS & PhD degrees in Computer Science
from George Washington University in 1979 & University of Wémgong in 1996, respectively. He is Head of the Research
Department of the Communication systems and Informaticuf®y (CSIS) and Head of the ACM International Collegiate
Programming Contest (ACM/ICPC) of University of Isfahaonrfr 2000 until present. He co-authored three books in Persian
and received an award of “the Best e-Commerce Iranian JoRegger” (2005). Currently, he is teaching PhD and MS courses
of Advance Topics in Database, Data Protection, Advancelietes, and Machining Learning. His research interesis lie
Databases, Data security, Information Systems, e-So@édtgarning, e-Commerce, Security in e-Commerce, andrigau
e-Learning.

Nasser Ghasem-Aghaeé a professor of computer engineering at the Faculty of agging of the University of Isfahan
(Ul) and Sheikh-Bahaei University. He earned his PhD & MSgrdes from the University of Bradford and Georgia Tech,
respectively. He spent two sabbatical leave (1993-94 & 208pat the Ottawa Center of the McLeod Institute of Simolati
Sciences, at Computer Science Department of the Univerk@gtawa, Ottawa, Ontario, Canada. He served as his Depattm
Chair and Research and Graduate Studies Deputy Manageguofdening College at the University of Isfahan between 1987
and 1993 and From 1994 until now, respectively. He authdmexbtbooks in Persian and published more than 70 documeats. H
has been active in seminars and conferences held in diffeoentries. His research interests have been in areas op@em
Simulation, Object-Oriented Analysis and Design, Artificaelligence (Al) and Expert Systems, Al in Software Erggning,

Al in Simulation, OO in Simulation, Al in Object-Oriented Atysis, User Modeling, Advance Artificial Intelligence,dan
Software Agents and Applications.



N. Ghadiri et al. / Optimizing the performance and robusteftype-2 fuzzy group nearest-neighbor queries145

Mohammad A. Nematbakhshis an associate professor of computer engineering at th@oBohEngineering of the University

of Isfahan (UI). He received his BSc in Electrical Enginagrfrom Louisiana Tech University, USA, in 1981 and his MSc &
PhD degrees in Electrical and Computer Engineering fronvéfsity of Arizona, USA, in 1983 & 1987, respectively. He has
published more than 70 papers and 3 US patents, and authboet an database systems that is widely used in universkies
has received five awards and was the chair of the 6th CS| C@niuagineering Conference in 2001. He has been distingtlishe
research fellow at the University of Isfahan and he was algarded as the best national thesis advisor. He is the menfiber o
editorial board of several journals in Engineering Scisnd¢#is main research interests include multi-agent sységpkcations

in e-commerce and computer networks.



Advances in : ~ = Journal of

o . Industrial Engineerin
INultimedia e

Applied
Computational
Intelligence and Soft
- ; ey Lomputing—
H H nternational Journal of ! - "
The Scientific D gureter . ey B P —
World Journal Sensor Networks

Advances in

Fuzzy
Systems

Modelling &
Simulation
in Engineering

e

Hindawi

Submit your manuscripts at

http://www.hindawi.com

Jourr
Computer Networks
and Communications Advances in

Artificial
Intelligence

i ‘ Advances in
Biomedical Imaging Artificial
¥ 9, =M Neural Systems

#

International Journal of
Computer Games
Technology

Intel ional J na
Reconfigurable
Computing

e . Computational i
t Ad S ~ Journal of
Journal of uman-Computer Intelligence and e, Electrical and Computer
Robotics Interaction Neuroscience Engineering




