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Abstract. Vehicle Ad-hoc Network (VANET) is a kind of Mobile Ad-hoc Nebrk (MANET) that establishes wireless
connection between cars. In VANETs and MANETS, the topolofhe network changes very often, therefore implementatio
of efficient routing protocols is very important problem.MINETSs, the Random Waypoint (RW) model is used as a simuiatio
model for generating node mobility pattern. On the otherdh&m VANETS, the mobility patterns of nodes is restrictedray

the roads, and is affected by the movement of neighbour ndddisis paper, we present a simulation system for VANE Tezhll
CAVENET (Cellular Automaton based VEhicular NETwork). INZENET, the mobility patterns of nodes are generated by
an 1-dimensional cellular automata. We improved CAVENE® amplemented some routing protocols. We investigated the
performance of the implemented routing protocols by CAVHNEhe simulation results have shown that DYMO protocol has
better performance than AODV and OLSR protocols.

1. Introduction

During recent years, there has been an unprecedented giowiheless networks. This can be
attributed to high demand for wireless multimedia serviresh as data, voice, video, and the development
of new wireless standards. There are lots of other driviotpfa that have led to the rapid and continuous
change of the wireless networks worldwide. Mobility is a arajriver for mobile networks because
mobile users continue to demand access remotely anywhdrargiime. The ever growing need for
mobile Internet access, interactive services, trainind,entertainment; the need for a single standard for
seamless roaming; interoperability across networks; gmueard integration of earlier wireless network
technologies are also driving factors for new developmemngreless networks. Other driving factors
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are improvements in RF performance that are attributablmpooved antennas, reduction in sources of
interference, and the ability to support multiple frequebands. In recent years, wireless networks are
continuing to attract attention for their potential use @veral fields such as ad-hoc networks, sensor
networks, mesh networks, and vehicular networks [5,94,3,1,18,25-27].

Vehicular communication is seen as a key technology for avipg road safety and comfort through
Intelligent Transportation Systems (ITS). There are marssfble application of wireless technologies
for vehicular environment [10].

Vehicular Ad Hoc Networks (VANETS) are an instance of ad-hetworks, which are general-purpose
distributed wireless networks interconnected withouttéed of any centralized infrastructure. VANETSs
are expected to be massively deployed in upcoming vehiokrsguse their use can improve the safety
of driving and makes new forms of inter-vehicle communimasi possible as well. Given a mobility
model of vehicles, usually a simulator is used to test netimgrprotocols. In this regard, we present a
lightweight simulator which can be used to understand tbpgmties of the mobility models of vehicular
traffic and theirimpact on the performance of VANETs. We ttaft simulator Cellular Automaton based
VEhicular NETwork (CAVENET), because its mobility modelbsilt upon a 1-dimensional Cellular
Automaton (CA).

The CAVENET separates the problem of mobility model front thfethe protocol evaluation, which
is performed by means of a network simulator. The propedidhe mobility model, e.g. the average
transient time towards the stationary state, can be ardiysiependently of the protocol simulation.
Eventually, the movement patterns generated by the mplilddel can be mapped into a trace file
format suitable for the network simulator.

The Random Waypoint (RW) model has been the earliest mpbilddel for ad-hoc networks. Ba-
sically, in RW every node picks up a random destination armhdom velocity at certain points called
waypoints. This model has been extended in a number of wapsdier to take into account more
realistic movements. The simulation of such models has shibe problem of velocity decay, which
posed some doubts about the length of the simulation timéeduration of the transient. The problem
has been solved by several authors, in particular by Le Bo[iB], who used Palm distributions, and
Noble [28]. However, all mobility models considered so fee 8hort Range Dependent (SRD). This
means that every mobile chooses its velocity independégtthe others. In the case of VANETS, this
assumption is clearly not valid anymore, especially in tasecof highway traffic. We show this fact
by means of basic simulations performed with CAVENET. Fatamce, we show that the traffic model
strongly affects the statistical structure of the averagjeaity.

In the particular case of deterministic traffic models, thierage velocity is SRD and the transient
state depends on the density of the vehicles. In generahdidity model of VANETS for the simulated
variable of interest (e.g. the average velocity) can be LRagge Dependent (LRD) in some cases. This
fact poses some problems on how long the simulation showdéd&ow many samples from the starting
time should be discarded.

In literature, vehicular mobility models are usually ciéissl as either macroscopic or microscopic. The
macroscopic description models gross quantities of isteseich as vehicular density or mean velocity,
treating vehicular traffic according to fluid dynamics, vehihe microscopic description considers each
vehicle as a distinct entity, modelling its behaviour in aenarecise, but computationally more expensive
way. Yet, a micro-macro approach may be seen more as a brassifidation schema than a formal
description of the models’ functionalities in each clagd][1

In this work, we consider the vehicular mobility model as amscopic model. Our simulator is
based on 1-dimensional CA model. The CA is a discrete timeehaitthe vehicular traffic. The first
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version of CAVENET had some problems. For this reason, weongd the CAVENET, by changing
the movement pattern of the vehicles from the straight lme tircle. We also implemented three
routing protocols for Ad Hoc networks: Optimized Link St&euting (OLSR) [3], Ad-hoc On-demand
Distance Vector (AODV) [20], Dynamic MANET On Demand (DYM@),22], and investigated their
performance for VANETS.

The rest of the paper is structured as follows. In Section€discuss the related work for VANETS.
In Section 3, we present CAVENET structure and descriptlarSection 4, we discuss the simulation
results. Finally, the conclusions and future work are presin Section 5.

2. Related work

In general, a simulator should have the following propstrtie

1. It should be open source, in order to let other users izdtithe validity of the model and the
implementation.

2. The code should be clear, in order to let others perforrifirdask in 1.

3. The structure should be modular, in order to analyseaipigices of the simulation process.

In the recent years, a lot of simulators for VANETs have beerrging [10]. For example, the
IMPORTANT framework has been one of the first attempt to usided the dependence between
vehicular traffic and communication performance [2,23]e Huthors analyzed the impact of the node
mobility on the duration of communication paths. Howevhg awuthor implemented the code in C,
which is difficult to debug and extend without the support afedailed documentation. Moreover, it
seems that their Freeway model is not as realistic as the Imedgtudy here.

In [8], the authors present a simulator written in Java, Whian generate mobility traces in several
formats. The details of the implementation are not openr& aee also other powerful traffic simulators,
like TranSim [24], which makes use of a cellular automatansimulating the interaction of vehicles.
Unfortunately, the code is not conceived for network protesimulation, and the software is commer-
cially licensed. Also, SUMO is another powerful traffic silaor, intended for traffic planning and road
design optimization. There is an attempt to interface SUMtA ws-2 [21]. However, in our opinion, it
is very expensive to understand the SUMO language and afsessary, because the communications
engineer needs only a parsimonious model, easy to exterdranddify.

There are many other works which consider the possibilitysiig ad-hoc and MANET protocols for
VANET scenarios. A car taking part in a MANET scenario coustablish connections using the public
hotspots while driving in the city. Also, the deployment aftass points along highways in the near
future seems feasible. Thus, it is important to investigfa¢eapplication of MANET routing protocols
for VANETS [6,11,12]. In [6], the authors present only theywa generating the vehicle movement
pattern. They did not evaluate the performance of routimgomols. While, in [11], the authors used the
simulation in [12] and present the performance evaluatisnPAODV and OLSR protocols. However,
they use the uniform distribution for the generation of tbd@movement.

3. CAVENET structure and description

The mobility model for VANETSs should take into account théddaing parameters.
e The number of lanes and their directions
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From the point of view of protocol operations, these paransetan affect the connectivity of the
network. In particular, connectivity gaps on a lane can bediby the presence of relay nodes on the
other lanes, as shown in Fig. 1-a. On the other hand, the gegsaetration on a particular lane can be
affected by the radio interference on the opposite lanen &g 1-b.

e The intersection of lanes

This parameter affect the traffic behaviour on the whole lareause the crosspoint is the bottleneck
for the lane.

Here, we take into account only the first parameter. Witheesfo the aforementioned properties,
we propose to divide the simulator into two blocks, as showrrig. 2. The first one, which we
call Behavioural Analyzer (BA) block, is concerned with tmbility model, and it should take into
account the previous parameters in order to produce aecoability traces. The second one, which
we name Communication Protocol Simulator (CPS), is theggritsimulator, and it is conceived to test
the performance of communication protocols given a pdercoobility trace. The BA block should
be written in a high-level language, easy to understand asgl o extend. For the particular case
of CAVENET, the matrix operations are needed. For this reas@ choose MATLAB. The BA block
produces movement patterns which are formatted in a tefdrraht compatible with the CPS’s language.
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Extending the BA block in order to export to other formatgiaightforward. The CPS can be one of the
many publicly available network simulators, as the well\wnas-2 [15]. In principle, the two blocks
could also be implemented in two separate machines, in todgreed up the simulation, as in [21].

3.1. Microscopic model

The core of our simulator is 1-dimensional CA model, whicls baen first studied by Nagel and
Schreckenberg (NaS) [19] in a stochastic settings. The @Aliscrete time model of the vehicle traffic.
It is governed by three simple rules. However, as for othes GAese simple rules can well model and
reproduce complex real systems. For this reason, the Na8las gained a lot of attention during the
last ten years.

The time is divided in discrete unit&t, so thatt,, = nAt. There areN vehicles. A lané&: of the
road at timet,,, n € N, is represented by a vectbf of L sites. The lane is assigned afx1 velocity
vectorvi = (vF, )|, wherev;,, € N,,,, is the velocity of the vehicle at timg, and positioni. If
theith site is occupied by a cak; ,, = v;,,. Otherwise,L;,, = —1. We use the lane index only when
it is explicitly required. Every cell or site of the lane hateagth ofs meters. By setting,,.x = 135
km/h andAt = 1 s, we obtains = 7.5 m. At every time step, the velocityis changed according to the
following rules!

Deterministic,p=0or p = 1,Vi

— 1. vjpt1 = min(v , + 1, Umax)
- 2. ’Ui,nJrl = Hlln(’[)l'm, Li+1,n — Li,n — 1)
- 3. Ln+1 =Ly + Vnt1

Stochastic
— 2" py1; = max(0,v,,; — 1), with probabilityp.

The vehicle density is = N/L. This simple model can recreate the footprints of real traffenarios,
such as thd/ f noise of the average velocity observed in real traffic. Theadyics of the systems are
regulated by three important parameters; and L. For example, i = 0 the average velocity is SRD,
otherwise the system present LRD.

3.2. Improvement of CAVENET

In the first version of CAVENET, the vehicles were moving inaibontal line. When a vehicle was
at the end of line, in order to continue the simulation wetshithe vehicle at the beginning of line. But,

!We assume parallel update only, i.e. the rules are applipdrallel to every vehicle on the lane.
2A stochastic procesgX, }7=1 is SRD if the autocorrelation is summable:

+oo
> r(k) < oo,

k=1

wherer(k) = E[(X, — X)(Xn41 — X)]/o?. Otherwise, ifr(k) is not summable, the process is LRD. This means that very
distant samples are not statistically independent, contogprocesses without memory, as the Poisson process vgrachSRD
process.
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this caused a delay and the vehicles at the beginning aneé atith of the line could not communicate
with each other. For this reason, we improved the CAVENETGHgNnging the movement pattern of the
vehicles from the straight line to a circle. We also impletadrthree routing protocols: OLSR, AODYV,
DYMO and investigated their performance for VANETS.

3.2.1. OLSR

The OLSR protocol is a pro-active routing protocol, whiclildsiup a route for data transmission by
maintaining a routing table inside every node of the netwdrke routing table is computed upon the
knowledge of topology information, which is exchanged byamgeof Topology Control (TC) packets.

OLSR makes use dIELLO messages to find its one hop neighbours and its two hop neaighbo
through their responses. The sender can then select it§ Rbifit Relays (MPR) based on the one hop
node which offer the best routes to the two hop nodes. By thig the amount of control traffic can be
reduced. Each node has also an MPR selector set which ertesames that have selected it as an
MPR node. OLSR uses TC messages along with MPR forwardinigsemhinate neighbour information
throughout the network. Host Network Address (HNA) messaaye used by OLSR to disseminate
network route advertisements in the same way TC messagegiaehhost routes.

OLSRv2 is currently being developed at IETF. It maintaingwnaf the key features of the original
protocol including MPR selection and dissemination. Kefedences are the flexibility and modular
design using shared components such as packet format phacked neighbourhood discovery protocol.

Recentlyolsrd has been equipped with the LQ extension, which is a shgptstalgorithm with the
average of the packet error rate as metric. This metric isnconfly called ETX, which is defined as
ETX(i) = 1/(NI(i) x LQI(7)). Given a sampling windowd’, NI() is the packet arrival rate seen by
a node on the-th link duringW. Similarly, LQI(7) is the estimation of the packet arrival rate seen by
the neighbour node which uses thth link. When the link has a low packet error rate, the ET X et
is higher.

3.2.2. AODV

The AODV is an improvement of DSDV to on-demand scheme. Itimize the broadcast packet
by creating route only when needed. Every node in networktaais the route information table and
participate in routing table exchange. When source noddstarsend data to the destination node, it
first initiates route discovery process. In this procesaranode broadcasts Route Request (RREQ)
packet to its neighbours. Neighbour nodes which receive @ RiEward the packet to its neighbour
nodes. This process continues until RREQ reach to the ddistinor the node who know the path to
destination.

When the intermediate nodes receive RREQ, they record intdigdes the address of neighbours,
thereby establishing a reverse path. When the node whiclvktite path to destination or destination
node itself receive RREQ), it send back Route Reply (RREFgido source node. This RREP packetis
transmitted by using reverse path. When the source nodwesd®@REP packet, it can know the path to
destination node and it stores the discovered path inféomt its route table. This is the end of route
discovery process. Then, AODV performs route maintenamgegss. In route maintenance process,
each node periodically transmits a Hello message to détddbieakage.

3.2.3. DYMO

DYMO is a new reactive (on demand) routing protocol, whichbusrently developed in the scope of
the IETF's MANET working group. DYMO builds upon experiengih previous approachesto reactive
routing, especially with the routing protocol AODV. It ainas a somewhat simpler design, helping to
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reduce the system requirements of participating nodes sanplifying the protocol implementation.
DYMO retains proven mechanisms of previously exploredimmuprotocols like the use of sequence
numbers to enforce loop freedom. At the same time, DYMO pmlesienhanced features, such as
covering possible MANET-Internet gateway scenarios arglémenting path accumulation.

Besides route information about a requested target, a ndtalgo receive information about all
intermediate nodes of a newly discovered path. There is amddference between DYMO and AODV.
AODV only generates route table entries for the destinatime and the next hop, while DYMO stores
routes for each intermediate hop. To efficiently deal withhly dynamic scenarios, links on known
routes may be actively monitored, e.g. by using the MANETgRbburhood Discovery Protocol or by
examining feedback obtained from the data link layer. Dtetkdink failures are made known to the
MANET by sending a route error message (RERR) to all nodearige, informing them of all routes
that now became unavailable. Should this RERR in turn ideddi any routes known to these nodes,
they will again inform all their neighbours by multicastiagRERR containing the routes concerned,
thus effectively flooding information about a link breakalgeugh the MANET.

DYMO was also designed with possible future enhancementsimal. It uses a generic MANET
packet and message format and offers ways of dealing withppwsted elements in a sensible way.

3.3. Vehicle model

Every vehicle is a data structure Yldexed by its position on the lane. The data structure fer th
ith vehicle stores: the gap, the velocity, and the currerd [asition. The relative euclidean position
on the lane given by; is a unique identifier used for the generation of mobilitycéra Moreover, for
closed boundaries, i.e. if we suppose circular movemenebicle on the lane, we check if a shift has
taken place. This information will serve to properly genetie trace for ns-2. It is straightforward to
arrange all these information in a vector form, what is thefgmred form used in MATLAB.

3.4. Lane construction

Instead of using a particular textual language for desugilthe position of the lanes in the plane, we
use a more general approach. Besides its length, everydaieen a lane transformation, which is used
in order to set its real aspect on the plane. This informatiarsed at the mobility trace generation stage.
The transformation is a simple affine transformation of tlaetmxéC = (X;,Y;, 1), i.e. the coordinate
vector of theith vehicle on theth road with respect to the relative reference system. Famgke, for
the laneL ¥, we have the vehicle structure YEThis structure contains the vectéf. The real position

on the plane is computed ié“ = A(k)X¥ whereA (k) is the lane transformation matrix associated with

~k . . : .
the k-th lane, andX; is the vector of coordinates in the absolute reference syéte. that used for
exporting the ns-2 traces). For example, in Fig. 3, the tlaing has the following absolute coordinates:

(01 E\ (X
00 1 1

where XS is the length of the simulation area.

3The parameteA is used to avoid an apparent bug in ns-2, which fires strangeserhen the absolute position(s
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Fig. 3. Lanes construction and ns-2 trace: a) Line constnuich) Excerpt of the generated ns-2 trace for 2 lanes né&twor
4. Simulation results
4.1. Mobility model validation

We present here some basic simulations for the NaS model lapsnef CAVENET. Hereinafter,
we use as simulation variable the average velogity) = N~' SN, v;(t) = N~ v(t) ||, of all
cars. CAVENET can analyze and design single and multipleddraces. It can also run Monte Carlo
simulations. For example, in Fig. 4, we report the resultgHe so called fundamental diagram, i.e. the
flow vs. density diagram. The flow at a particular lane sedatefined as/ = pv. Each point in the
figure is the ensemble average o®6rtrials of a simulation trace lasting)0 iterations. Moreover, we
can also visualize the space-time plot of the traffic, i.e.ekiolution of the velocity for every vehicle
along the road as shown in Fig. 5. We obtain the two traffionegi, namely the laminar regime and the
jammed or congested regime, as shown in Fig. 5-a and Figrtdspectively. We are interested in the the
stationary distribution and transient time, which are viergortant to assess the next stage simulations,
i.e. those related to the communication protocol analysis.

4.2. Stationary distribution

Usually, RW-like mobility models used in simulation exhitsie velocity decay problem. That means
that the simulation variable slowly decays towards a stesakg value as the simulation time proceeds.
This is problematic, because we do not know when this trabsieds. Consequently, we do not know
precisely how to remove the transient values. The root af phienomenon has to be attributed to the
underlying mobility model, which has been assumed randorenEnode randomly picks a velocity
from a continuous uniformly distributed random variabléA®en|v.,in, vmax]. The velocity is changed
at particular points called waypoints. In this way, the egsthas an infinite (but countable) number
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of states. The general solution to this problem consistsidirfy the steady state distribution of the
simulation variable and let the system starts with thatithistion. This reasoning is also equivalent to
consider Palm probability distributions instead of thealsunes [16].

In our case, the system has inherently a finite state spaaalitomaton could be represented by a
discrete-time finite-state Markov chain. We know that a Markhain with a single class of recurrent
states has always a steady state distribution. Moreovee si Markov chain with finite state space has
always at least one recurrent state, we conclude that taeysstate distribution exists and is unique.
The convergence rate toward this steady-state distribdigpends on the eigenstructure of the transition
probability matrix of the Markov chain. The problem herehatta Markov chain model is not suitable,
because the process can be, in general, LRD) farp < 1. Moreover, even in the SRD case, finding
the transition probabilities is not easy.

In general, mobility models for vehicular traffic exhibitphase transition around a particular value
of p. As we can see in Fig. 5, fgr > 0, the traffic is composed of jammed regions which travel on
the opposite direction of movement. For low densities,ehgaves die out very quickly, as shown also
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in Fig. 6, but for higher densities there are many intercotet clusters of jammed vehicles. In this
case, the steady state is reached very slowly. Therefasdniportant to investigate how many samples
should be removed from the staring point in order to sampl®egss in its stationary regime.

In order to clarify this phenomenon, we measured the trantime r for p = 0, i.e. the deterministic
case. In this cas@(t) is not LRD. We can show this fact also by plotting the peria@og ofo(¢). In
Fig. 7-a, we see that fof — 0, the periodogram does not diverge. On the other handp fer0, in
Fig. 7-b, the estimated spectrum diverges at the originthesunderlying process has the LRD property.

4.3. Routing protocols evaluation

As evaluation metrics, we use the goodput and Packet DglRatio (PDR). The simulation parameters
are shownin Table 1. We used one line and 30 nodes for simnfatirhe simulation time is 100 seconds.
The receiving node is node 0 and the sending nodes are from hoa node 8. We prepared each
scenario based on nodes ID. The mobility pattern for all aden is the same. In order to evaluate the
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Table 1
Simulation parameters
Network Simulator ns-2
Routing Protocol AODV, OLSR, DYMO
Simulation Time 100s
Simulation Area 3000 m Circuit
Number of Nodes 30
Traffic SourcgDestination Deterministic
DATA TYPE CBR
Packets Generation Rate 5 packets/s
Packet Size 512 bytes
MAC Protocol IEEE802.11 DCF
MAC Rate 2 Mbps
RTS/CTS None
Transmission Range 250 m
Radio Propagation Models Two-ray Ground
Helloaopyv Interval 1ls
Helloorsr Interval 1s
TCorLsr Interval 2s
Hellopy aro Interval 1s

Goodput [bps]

80 100

40 60
Sender ID 8 o 20
Times [sec]

Fig. 8. AODV Goodput.

performance of each protocol, 5 packets per second as adboB#t Rate (CBR) traffic were transmitted
between 10 seconds and 90 seconds.

The simulations results are shown from Figs 8 to 11. In Fig.shiown the goodput of AODV protocol.
The goodput of AODV is about ten times of CBR packet size. Thisecause after a back-off time all
the accumulated data packets are transmitted in the dismbveute. If we increase the background
traffic, the number of transmitted packets will again inee=aand the network may be congested. Also,
after 60 seconds, in AODV protocol, there is a delay causeabte finding mechanism. Comparing
Fig. 8, Figs 9 and 10, we can see that reactive protocols (A@BYDYMO) have better goodput than
OLSR. For AODV and DYMO, even the nodes are far from each dtiey can communicate between
10 seconds to 20 seconds.
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In Fig. 11, we show the PDR for three routing protocols. Wesemthat among three protocols AODV
has a better goodput. However, the AODV need more time fackesy a new route compared with
DYMO. So, the delay of AODV is higher than DYMO. The route sgang time of DYMO is almost

the same with OLSR protocol. However, DYMO have better gaddpan OLSR. Thus, DYMO has a
better performance than AODV and OLSR protocols.
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Fig. 11. PDR for AODV, OLSR and DYMO.

5. Conclusions

In this paper, we presented CAVENET, a simple simulator fAN¥Ts. The system is modular and
it separates mobility from the protocol simulation. The ritipbmodel code is written in a language at
a level as high as possible, in order to give the researcheick gnderstanding of the basic properties
of his/her model. For this reason, we used MATLAB. The basigcsure in CAVENET is the vector
representing the configuration of a linear lane. The gegnoétihe lanes is set by affine transformations
which are stored in a text file. In such way, the user does ned b learn a particular file format, as
in other traffic simulators. By means of CAVENET, we have shaeme fundamental properties of
vehicular traffic which should taken into account when periog network protocols simulations.

We improved the CAVENET by changing the movement patterrhefutehicles from the straight
line to a circle and implemented three routing protocols:DAQOLSR and DYMO. We evaluated the
performance of these protocols in VANETs and we found thaM®@rhas better performance.

In this work, we evaluated AODV, OLSR and DYMO consideringpdput and PDR metrics. In the
future, we would like to consider other parameters suchatingoverhead, traffic quantity and topology
change. We also plan to extend our work for different radappgation models and environments [1,7].
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