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Abstract. Video communication within a Vehicular Ad Hoc Network (VANIE has the potential to be of considerable
benefit in an urban emergency, as it allows emergency vehageroaching the scene to better understand the nature of th
emergency. However, the lack of centralized routing anevo resource management within a VANET is an impediment
to video streaming. To overcome these problems the papaeg@is source-coding techniques for VANET video streaming.
The paper firstly investigates two practical multiple-patthemes, Video Redundancy Coding (VRC) and the H.264/AVC
codec’s redundant frames. The VRC scheme is reinforced dgugt decoder refresh to improve the delivered video qualit
Evaluation shows that multiple-path ‘redundant framesii@ges acceptable video quality at some destinations,ealsevVRC

is insufficient. The paper also demonstrates a third sousdeng scheme, single-path streaming with Flexible Maarokl
Ordering, which is also capable of delivery of reasonabl@ityuvideo. Therefore, video communication between Jielsids
indeed shown to be feasible in an urban emergency if theldeisaurce coding techniques are selected.
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1. Introduction

This paper considers how to support robust video commuaitatross multi-hop networks between
vehicles when an urban emergency occurs. Real-time videormumication allows early responders
approaching an incident [28] to better understand the aatiithe problem at the scene of an emergency
but the lack of centralized routing and network resource agament is challenging. Crash scenes,
views of fleeing vehicles or burning buildings are some itasve applications, while there is also now
a strategic incentive [28] to provide coverage during a nsagous, general emergency. In all these
scenarios, it is the other personnel in the emergency webicpassengers in the vehicle that view the
arriving video stream and not the driver.

Vehicular Ad Hoc Networks (VANETS) bring several advantagevideo streaming within an ad hoc
network. Battery power is no longer a problem if built-inrtsaeivers are employed, implying that larger
buffers (with passive and active energy consumption) canseve to absorb any latency arising from
multi-hop routing. We consider urban VANETSs. Within a citgcause of traffic congestion, high speeds
do not generally arise. Therefore, connections are on gedmnger and Doppler effects are limited.
Vehicle motion is indeed restricted by the road geometrydoumpared to a highway VANET vehicle
motion is no longer linear.
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We examine three alternative video practical source-@psglithemes for emergency video streaming,
with one of the schemes applied in two different ways. The@goding techniques applied exist
in the context of IP networking [39] but, as far as the authames aware, they have not been applied
elsewhere in the way described within a VANET context. Thst ficheme examined is a variant of
Multiple Description Coding (MDC) [36] in which two or moreevsions or descriptions of the same
video stream are sent over different, preferably disjaiotites across a network. Either description
can serve to reconstruct the video but enhanced qualityidyzed by combining both descriptions. If
adverse conditions occur on one of the paths then the paekletncoded bitstream from the other path
can compensate. Video Redundancy Coding (VRC) [40] is tmplffied MDC scheme employed by
us that in the event of packet loss does not require additae@oder reconciliation between the two
descriptions. Additionally, the VRC scheme was also tdalsing distributed intra-coded macroblocks,
that is H.264/AVC (Advanced Video Coding)’s [39] Gradualdoder Refresh (GDR) [30], to avoid the
reliance on prior reference frames.

This paper also proposes a second MDC scheme, employingti\26 redundant frames, which
when combined with multiple-path video transfer will resnlhigher-quality delivered video at a costin
higher data traffic. However, this cost may well be justifie@in emergency. Redundant frames [32,42]
(or strictly redundant slicésmaking up a frame) are coarsely quantized frames that cad audden
drops in quality marked by freeze frame effects if a comdietae (or slice) is lost. Again assuming even
and odd frames are sent separately in two streams, thendaduftames are predicted from previous
frames in the same stream but do not act as a reference tdéréatess.

In a third scheme, our paper proposes Flexible Macroblocle@ng (FMO) [38] with Checkerboard
FMO pattern for single-path video stream transfer as anrat&e to multiple-path methods. Error
resilience [31] is applied at a source encoder to countemiail packet loss. FMO is an error-resilient
technique newly included in the H.264/AVC codec that isahli for error-prone channels. In good
channel conditions, the overhead from sending the FMO nmgpipia disadvantage but this is unlikely to
be a problem when multi-hop routing occurs. Through soemesder-independent error concealment
at the decoder, FMO can aid the reconstruction of framesthag lost some of their constituent packets.

To the best of the authors’ knowledge, though investigatidhe concept of video streaming within a
VANET has occurred, source-coding techniques have not applied to any extent to VANETs. Some
of the literature that exists on this subject so far in corigoer to our work is examined in Section 2.
The University of California, Los Angles (UCLA) researclogp under the leadership of Mario Gerla
has produced a range of creative ideas on VANETSs, for exafhp|@5,28]. However, their focus is on
wireless aspects and at the 2009 Wireless Days Confereggdéve confirmed their interest in using a
variant of our FMO scheme within live vehicle convoys as aus&gcmeasure. We are flattered by their
interest. Finally, we should add that another apparentiguenfeature of this work is that we group the
emergency vehicles into a multicast group to receive theaidut we also use the other vehicles in the
vicinity whether emergency or not to relay the video. In thisy, the efficiency of the transfer is greatly
improved. This latter feature is described in Section 3 bstlji this paper reviews other investigations
of video over VANETS.

LA slice is headed by a decoder resynchronisation marker aydimslude reversible Variable Length Decoding, aimed at
countering propagation of errors arising from the seqaéupendencies of entropic encoding. Consequently, a sia
self-contained decoding unit.



N. Qadri et al. / Robust video communication over an urban EAN 261
2. Related research

Earlier work on video communication over highway (not urbd&NETSs [15] considered the problem
of triggering remote video sources in the event of forwaadfit congestion. The main problems in
triggering [28] are how to reduce the number of messagehiegthe remote camera(s) and how to
reduce the latency in reaching those cameras (by reducsgumber of hops), which is principally
an issue of protocol design. In an emergency scenario asseppo obtaining forward views of traffic
congestion, it may be that video sources can be locally géser Then an entirely different problem
arises: how best to deal with heavy packet losses in the hatsin environment. Video quality is
strongly influenced by the impact of packet loss. Becauseesisive video frames are broadly similar
(except at scene cuts and changes of camera shots), togaaeding efficiency only the difference
between successive frames is encoded. Consequently fedriielevel, removing temporal redundancy
introduces a dependency on previously transmitted datantipdies lost packets from reference frames
will have an impact on future frames until a successful dejivof the next spatially-encoded anchor
frame, when the decoder can be reset.

In [15], multiple vehicle video sources were modeled tringelon a 4-5 lane highway in Atlanta.
Video was collected by sending from a car approaching arbgin a request trigger to a camera on
a remote vehicle passing that destination region. Videwspart back to the requestor was by a store-
carry-and-forward sub-system, though the method was rtatléé in [15]. The main analysis in [15]
was of delay characteristics, presumably because on a higtivere should be sufficient time for the
approaching vehicle to take evasive action if the forwamwshows congestion or an accident.

Research in [25], extending the work in [15], simulated a-tagp wireless propagation model and
imposed an application-layer Forward Error Control (FEB@ped solution through network coding.
Though network coding of FEC and in particular ratelessraroaling is an effective means of limiting
the impact of packet erasures upon streamed video, it dep@ndction by intervening nodes. When
these nodes are not possible destinations and conseguomeytlyot be expected to make special provision
for video data, then network coding is not feasible. Thewfour paper considers alternative video
protection methods that act in an end-to-end fashion, withlee need for processing by intervening
vehicles. Error resilience (in our schemes) is able to cempht physical layer FEC, whereas when
applying higher layer forms of FEC, it is better to do so intsaovay that the channel code acts as an
inner code to the PHY coding.

The feasibility of H.264/AVC video communication betweemot vehicles with IEEE 802.11b
transceivers in a live setting was examined in [5]. With sizebetween the two vehicles on aver-
age 15 mph (6.71 m/s) in a city setting (in Japan) it was reglttat ‘link availability’ was 97.78%,
as opposed to on a highway at an average speed of 55 mps (24b8 was only 33.98%. Average
SNR was somewhat worse in the urban setting, 19.14 dB, assedpo 22.49 dB on the highway.
Relative video quality was good (around 30-35 dB Peak Sigmhloise Ratio (PSNR)) and better in
the city scenario with (slow-scan) rates ranging from 15H20and for Quarter Common Interchange
Format (QCIF) (176< 144 pixels/frame) to CIF-resolution (352288 pixels/frame). The test clip was
the well-known ‘Foreman’ clip at QCIF resolution (employiecthis paper also) with medium coding
complexity, though ‘Paris’ with less temporal complexitgs\vemployed at the larger CIF resolution. The
study [5] established that, for vehicles traveling in proity to each other, video exchange is entirely
feasible albeit at slow-scan rates and resolution depgrmtincoding complexity (which is a reflection
of spatial activity (within frames) and temporal activityefween frames)). Of course, these results do
not necessarily translate to multi-hop video transfer.
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In a general context, the dissemination of multimedia imfation is a subject of active investigation
within mobile systems. For example, in [21] progressivadraission of multi-resolution documents
occurs so that the viewer can first view the relevance of tf@mmation before continuing with full
transfer. To reduce the impact of low bandwidth capacity@eldy over multi-hop connections, caching
of data in the vicinity of an ad hoc node [6] is a promising a@mh. To support such systems in an
ad hoc network, it is important that the routing protocols aptimized, for example [16] by tuning the
route request flooding mechanism.

3. VANET system
3.1. Emergency application

Our system usage is captured in Fig. 1, showing an encircéethscene. In such an urban emergency,
it is envisaged that a scene is captured by one vehicle (thieefinergency vehicle at the scene) that
acts as the video source. Emergency vehicles now commonmnly eidleo cameras, which in the case
of the police act as a source of evidence in traffic offencdgerdfore, there may be no need to capture
the scene from cameras mounted on roadside masts, thougghdiie be triggered locally as alternative
video sources. Thus, either the scene can be captured rhabyadn emergency worker operating
a vehicle mounted video camera, as already occurs wherctpaffice gather evidence or it can be
captured through vehicle to roadside communication (vr@ madside camera could be controlled by
an emergency vehicle through remote communication. As hewitleo is captured is not central to this
paper, we refer the reader to discussion of the feasibifirosuch as in [8].

The video is distributed via WLAN-enabled vehicles to a nealst group of patrol cars, fire engines,
ambulances or the like, acting as early responders to &.ciisthe multicast group consisted only of
emergency vehicles (assuming less than ten responderayfare incident) then the ad hoc network
size or density would be an impediment to communication. @&yting the video stream over other
intermediate car wireless transceivers, even though tteseare not destinations for the video stream
(only the emergency vehicles are) multi-hop packet routgnore effective. Notice that though
the destinations form a multicast group within the largerase/ANET-enabled vehicles, to improve
robustness in all scenarios considered point-to-pointeamcation is employed rather than a multicast
protocol.

One emergency vehicle, acting as the video source, tratsfeicaptured video by sending individual
copies to each destination forming a virtual multicast groivhen an MDC schemes is used each stream
is split over two paths, refer to Fig. 1. Separate threadsofrol are able to generate these descriptions,
possibly utilizing multi-core processors. It is assumeat Hvailable destinations, corresponding to other
emergency vehicles in a group, are known through anothergemey channel. In tests, six destinations
were employed and it was found that, depending on choicehwfrae, reasonable to good quality video
was possible, though not for every destinations. Neveastisekufficient emergency vehicles would have
a view of the emergency to allow preparations to be made aslestapproached the scene.

3.2. VANET communication

Direct inter-vehicle communication can be an aid both tespager comfort and to road safety [43].
Compared to a cellular network, a VANET may be toll free, dgothe delay in setting up a long
communication circuit, and on a highway will operate whédreré are coverage gaps in a cellular
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Fig. 1. VANET operating in city blocks with collision (encied) videoed by light colored patrol car. Black rectangles

other vehicles acting as relays. Small circles are othergeney vehicles. Connecting lines show possible multirpdior
transmission of video.

network. There are strong pressures pushing car manuéastiowards equipping cars with WLAN
capability, if they have not already done so. The IEEE 802 dtandard [17] will take advantage of 75
MHz of spectrum allocated both in Europe and the USA in the@& range with 10 MHz channels
operating at up to 27 Mbps depending on modulation mode. Adreased safety [3] that may arise from
wireless provision is under active investigation. As wellsafety alerts through wayside access points,
the possibility of advertising localized services prowa@a additional commercial incentive to wireless
take-up. It is thought that early adoption will result in anal 20% of WLAN-enabled cars [4] in the
near term. Therefore, at least 20% of the available cars ity a likely to be available as relays to aid
in video communication in an emergency.

If a VANET is to present an alternative to private celluladicasuch as the Terrestrial Trunk Radio
(TETRA) system [9] then it should provide similar servicdAddeo communication over TETRA was
explored in [7] and TETRA-2 was provided with extra bandwidt support of multimedia commu-
nication. As an example, HW Communications Ltd. recentlgspnted T-Serv for slow-scan video
communication over TETRA, with in-vehicle video commurtioa through IEEE 802.15.1 (Bluetooth).
Compared to TETRA's cellular system, a VANET system can @aithlly make use of vehicles other
than the emergency vehicles themselves, thus increasiegage. (TETRA has an ad hoc mode but this
is obviously confined to emergency vehicles, thus resticthe size of the ad hoc network.) Ad hoc
radio is also potentially not limited by the urban ‘canyocaused by high buildings (if a base antenna
is employed).
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Fig. 2. Different path diversity schemes: a) VRC with odd @weén descriptions b) Two streams with redundant frames, c)
FMO slice replacement scheme.

If the source and destination are both assumed to be emgrgehicles, as in the scheme presented
in this paper, then, when the video is routed via non-emengerhicles, its confidentiality can be
preserved through a stream cipher or alternatively thraadgctive encryption of compressed video [44]
to reduce the computation load of full encryption. (For epémonly motion vectors in the compressed
steam need be encrypted, as without these it is difficult tonstruct a video). Another approach to
security [22], which requires the cooperation of interna¢glinodes to perform network coding, takes
advantage of disjoint paths. However, though multiple patlay be available in a VANET, it is difficult
and unnecessary to ensure they are node disjoint. A furgimoach [12] is to allow partial disclosure
of some data after a time limit has expired. However, thounigh scheme may reduce dissemination
latency, it is not clear that it allows streaming, as it regsian all-or-nothing transform, i.e. receipt of
all data, before the data can be reconstructed. Partidbdis® of content is also permitted.

3.3. Video transfer schemes

Figure 2 illustrates the schemes tested in this paper. Hmefnumbers indicate the raw video frame
from which a coded frame is constructed. Frames are decoitlehetion compensation from reference
frames in the same stream. By separately decoding from ¢esdmsg the problem of MDC decoder
complexity is avoided. Figure 2a shows a number of framee lh@en dropped (marked by crossing
out). Lost frames in one description can be reconstructedfieyence to other correctly received packets
in either description, with arrowed lines in Fig. 2a indingtthe reconstruction route. For examplg, B
has been lost in description 1 and is reconstructed froneelthand R. The final row of frames in
Fig. 2a shows the frame display sequence arising afterifutivat of reconstructed frames. Not shown
in Fig. 2a is the VRC variant in which IDR-frames are no longeriuded in the sequence (refer to
Section 4).
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In Fig. 2b, showing the redundant frame scheme, the absdm:&ames allows use of the computa-
tionally efficient H.264/AVC Baseline profile. Redundardrites are sent in each stream, at a potential
costin latency but a potential gain in delivered video gyalrhere is only one initial IDR-frame in each
sequence, which can be replaced by an intra-coded redufrdare. All other redundant frames are
normally encoded in inter-mode (with the same referencee@frame that they back up) with normally
a coarser quantization setting than the frame they baclkgpin example packet losses are shown and
the result of reconstructing the sequences appears in gilediw of Fig. 2b. For example,sfhas been
lost and reconstructed from;Put if R;did not survive it could also have been reconstructed from |
Figure 2c shows the FMO method of error resilience in whiathdaame has been split into two slice
groups. That is each frame is divided into two slices and sedifferent packets. The packets are
multiplexed onto a single stream with slice 0’s packet pdeogslice 1's packet (though the order is not
important). When a packet bearing one of a frame’s slicexsiglhen the corresponding slice is normally
employed to reconstruct it through the non-normative ecmrcealment procedure. If both slices are
lost then previous frame replacement is reverted to. Thérmanow shows the frame receiving order
from a single stream.

4. Proposed schemes

The first scheme proposed for use in the VANET emergency is YR(; which avoids the need for
decoder reconciliation in the event of packet loss. Thisisase twandependenstreams are formed
from separately encoded odd and even frame sequences. Sckna kcoding efficiency occurs as the
motion between frames in any one description is likely to tEater than if the frames were coded in
their original order. Consequently, the residual or ddfere data, which is actually coded by predictive
coding, has a larger dynamic range requiring more bits tecdgly insertion of IDR-frames in both
descriptions (streams), the descriptions can be resynidew even if one of the IDR frames is lost, at
a cost in increased data redundancy compared to sendingla set of IDR-frames in a single stream.
The macroblocks of IDR frames are completely spatiallytréif) coded without removal of temporal
redundancy and, therefore, do not reference any other Fa@ensequently, they act as anchor frames
for predictively- (inter-) coded subsequent frames. (Inyarid video codec, each frame is split into
macroblocks for processing purposes. Further details edaund in a textbook such as [13].)

In compensation, for the reduction in coding efficiency ha&sg from employing IDR-frames, bi-
predictive B-frames are included within each Group of Rietsu(GOP) within a VRC description to
improve efficiency through multiple references (with a 10%erate reduction in H.264/AVC [29]).
(Notice that in the H.264/Advanced Video Codec (AVC) [40)R frames prevent predictive reference
across GOP boundaries, whereas H.264/AVC I-frames do mdikéutheir usage in earlier codecs)).
Either an IDR- or an I-frame is inserted after every 12 or Hirfes making up a GOP.

IDR frames cause periodic increases in the data rate ané&goestly introduce additional buffering
delay. Therefore, as an alternative form of VRC, we alsaitigied an equivalent number of intra-coded
macroblocks [30] to those contained in the IDR-frames actbe two VRC descriptions. Though
another function of IDR-frame insertion is to provide a ranmdaccess facility (supporting video player
functions), this is unlikely to be required in an emergenogrario. In this variant of VRC apart from
initial IDR-frames in each description only predictivadgded P-frames occur. This results in some
loss of coding efficiency but improves computational efficig (as the need to conduct more than one
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predictive search for B-frames is no longer needed)ong with Constant Bit Rate (CBR) encoding, an
all P-frame sequence reduces delay for real-time appicsti The risk of continued error propagation
from the loss of any one IDR-frame-bearing packet is alsaieced by distributing intra-macroblocks
across all frames, H.264/AVC’s GDR [39].

In general, MDC is computationally complex and requiresciist codecs [36], because synchro-
nization between encoder and decoder is necessary to reaotéEn estimation error drift. In a two
stream MDC scheme, synchronization normally requiresrd ttécoder in addition to the decoders that
produce the reduced quality streams from single descrip{ib4]. VRC is a simplified version of MDC
with only two decoders, the output of which is interleavedobe display. As mentioned previously,
VRC normally requires the inclusion of IDR frames to allowcdder reset in the event of packet loss. If
the packets happen to belong to an IDR frame then an IDR frartteeiother sequence can serve as an
anchor.

To avoid the need to send IDR frames, in Multiple State Videdi@g (MSVC) [1] lost frames in one
description are reconstructed from temporally adjaceamés in the other description. In this solution,
all frames apart from the first IDR frame in each descriptimmR:frames and reconstruction may also
occur with the aid of past and future P-frames. However,metraction with P-frames from a different
description reintroduces the risk of picture drift from tlaek of synchronization between an encoder
and decoder. For that reason MSVC is not tested in this pépesrgh MSVC can be credited as the
basis of several later practical MDC schemes.

To overcome picture drift, redundant frames intended faoreesilience in H.264/AVC [32,42], can
serve to better reconstruct P-frames received in errorughoedundant frames were originally intended
for Internet video streaming, applying redundant framestdtiple path streaming over general ad
hoc network video was independently investigated in [2b,38wever, in [26] redundant pictures in
one stream were encoded based on primary frames (frameshioh wedundant representations are
generated) in a second stream, which requires modificafithre@peration of the H.264 codec. Another
multiple path version [33] combines slicing with redunddata. In this version, a frame is split between
alternate slices (formed from macroblock rows). Each sfiadther a primary slice or a redundant slice
for the matching primary slice in the other description. Tieed to generate this alternating pattern of
slice types in each description prevents independentrstgeseration. That is, it is no longer possible
to generate each description or decode it within its ownrobmiiread. Therefore, in this paper we
apply redundant frames in a more direct manner that doeswaolve the need for a customized codec
operation but does allow independently generated desmript

As also introduced in Section 1, FMO [19,38] is a promisingrfaf video error resilience, which
we use for single-path video transfer, adopting the typeabhreekerboard FMO pattern. By default in
H.264/AVC, each frame forms a single slice group and maoikd within that group are decoded in
raster scan order. However, within a frame up to eight sliceigs are possible. There are also seven
different types of mapping between macroblock and sliceigroBecause type six supports arbitrary
slice group mappings, its overhead is the greatest, as iti@utb the slice group header a mapping must
also be transmitted to the decoder (in a parameter set).sThpee to five allow the size of each group to
evolve over time, though macroblocks within a group remaiargetrically contiguous. Only type one
allows the assignment of geometrically dispersed macobislwithin a frame to form a slice group. The
assignment is made through a mathematically function thifiig two slice case results in a checkerboard

21t may also be possible to employ intra-coded macroblocktbiwB-frames in H.264/AVC, because unlike MPEG-4, this
is now supported in H.264/AVC.
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pattern. Therefore, the overhead is lighter for this type.rdduce overhead, it is also preferable to
choose the option in H.264/AVC that prevents referenceideithe slice group, though at some cost
in coding efficiency. A detailed analysis of overhead, whigpends on encoder configuration, can be
found in [19].

Significantly, the type one FMO checkerboard pattern is thlg BH.264 predefined mapping function
that supports error concealment by interpolation of datafadjacent macroblocks in order to reconstruct
missing macroblocks (if one of the two checkerboard slickpts were to be lost). Error concealmentin
H.264/AVC is a hon-normative feature [35] in which the matieectors of correctly received slices are
computed if the average motion activity is sufficient (mdiata quarter pixel). The recommendation [35]
gives details of which motion vector to select to give the sthest block transition. It is also possible to
selectthe intra-coded frame method of spatial interpmatin our FMO experiments, though experience
favors a motion vector-based method, we employed both rdethad selected the superior result in
terms of average PSNR across the video sequence. In a liadisit, it is possible to choose the method
that best reduces ‘blockiness’ at macroblock boundariesicilithat in non-FMO experiments, previous
frame replacement was employed at the decoder to reconhsatft@me, as this is the normal form of
error concealment for comparison purposes in such tests.

5. Simulation model

Simulation is the main tool for research on VANETS [34], hesmit is difficult to find an analytical
solution due to the large number of variables involved suklehicle density, speeds, and mobility
patterns. Itis also difficult to conduct repeated live ekpents.

5.1. Simulating IEEE 802.11p

The Global Mobile System Simulator (GloMoSim) [45] simidett library was employed to generate
ourresults. GloMoSimwas developed based on a layeredagipsimilar to the OSI seven-layer network
architecture. Total simulation time was 900 s, with the ayapcy video distribution starting after 100 s.
We employed IP framing with UDP transport, as TCP transpamtintroduce unbounded delay, which
is not suitable for delay-intolerant video streaming. Whaidated a multi-path variety of the Ad Hoc On
demand Distance Vector (AODV) protocol but without strinf@cement of disjoint paths (either path
or node disjoint) for the grid of Fig. 1. This allowed two patto be selected for the MDC schemes.
Though we are aware of considerable research in the field bifpaih protocol design, e.g. see [23] for
multi-path video transport with a random waypoint mobititgdel, the intention of the current paper is to
concentrate on video transport aspects. The BonnMotiorilityadpenerator (http://web.informatik.uni-
bonn.de/IV/Mitarbeiter/dewaal/BonnMotion/ accesse@tS2009) was chosen. Though BonnMotion
does not model driver behaviour in the way that a mobility elalich as VanetMobiSim [10] does,
we considered it sufficient for generic simulations maimgended to check the application’s behavior.
Besides, the driving behavior of emergency vehicles wil§jbe different from normal drivers.

A two-ray propagation model with an omni-directional amarheight of 1.5 m at receiver and
transmitter was selected for which the reflection coefficigas —0.7, which is the same as that of
asphalt on tarmaced roads. The plane earth path loss expwasrset to 4.0, with the direct path
exponent set for free space propagation (2.0). As in IEEEJ&QR transmission was at 5.9 GHz with a
bandwidth of 10 MHz. The transmission power was 33 dBm (2We Teceiver power threshold was
set to—93 dBm, a normal value. Lastly, IEEE 802.11p’s robust BinBhase Shift Keying (BPSK)
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Table 1
Default simulation settings for Manhattan grid mo-
bility model
Parameter Value
Terrain dimension 1000 x 1000 nt
No. of vehicles 100
Size of multicast group 6
Number of x-, y- blocks 10, 10
Turn probability 0.5
Speed change probability 0.2
Minimum speed 0.5m/s
Average speed 10.0 m/s (22 mph)
Speed standard deviatibn 0.2 m/s
Speed update distance 10m
Pause probabilify 0
Transmission range 150 m
Routing protocol AODV
Wireless technology IEEE 802.11p
Channel model Two-ray

LFor normally distributed speeddf no change of
speed.

modulation mode was simulated, introducing a packet ledgiendency through Bit Error Rate (BER)
modeling in a Additive Gaussian White Noise (AGWN) chanmatcordingly, the data-rate was set to
3 Mbps.

5.2. Urban mobility model

The essential features of an urban scenario are capturedbifitnmodels. Two approaches are
possible: either the detailed microcellular approach [84peneric models [2]. The microcellular
approach has the advantage that it includes the effect ¢ddbs such as lane closures, uphill gradients,
and potholes. Though the generic models lack the detailkoifrticrocellular approach, these models do
allow systematic investigation and easily interpretabkuitts. For the purposes of assessing how video
streams can be effectively transferred, we have used aigenedel that captures the essential feature
of an urban scenario, the restricted mobility patterns isegidoy the presence of city blocks.

In [2], two generic models relevant to vehicular mobilitg atescribed, namely Freeway Mobility and
Manhattan Mobility. The Freeway model limits vehicles t@Imotion in either direction. Vehicles
are tied to one of several lanes; the speed is dependent ohige® previous speed; and in the
‘car-following’ restriction, a following vehicle cannokeeed the speed of a preceding vehicle to avoid
approaching within a safety distance. The Manhattan madeadxtension of the Freeway model, restricts
the number of lanes in either direction to just one, but mhices a turning probability to give greater
mobility. Both Freeway and Manhattan are related in that #ieuld result in high spatial and temporal
dependency.

Default simulation settings for the Manhattan grid mobifitodel are given in Table 1, while individual
simulations varied from the given defaults. In many urbatirggs it is likely that wireless-enabled cars
would be restricted to average speeds of around 10 m/s byesting and traffic regulation, though
vehicles responding to an emergency may go at faster sp@éuscity block dimensions are chiefly
related to the wireless range. Consequently, it is theioglship between range and block dimension
that is important rather than the absolute settings.



N. Qadri et al. / Robust video communication over an urban EAN 269
5.3. Video configuration

The reference Foreman video clip was encoded at QCIF résoluith 4:2:0 sampling. Foreman,
intended for judging communication between mobile deyiegkibits the typical features of a hand-held
camera and, because of camera pans, exhibits high to medidimgccomplexity. Each frame was
generally coded as a single slice and encapsulated in artiA\26 Network Abstraction Layer unit
(NALU) [39] before being placed in a single packet. The camatibn of RTP/UDP/IP headers results
in a further 40 B of overhead. IDR-frames, however, weret &pid two slices, which reduces the peak
data rate. If one of the IDR-frame packets arrives beforétear¢37] partial decoding can still take place
while the other packet arrives. The encoder was set to oinpDBR mode, with initial quantization
parameter of 32. The frame rate of the video stream was sst@wacan rate of 15 Hz to avoid injecting
too great a data-rate into the network. Consequently, fon saekeam in the MDC schemes the data rate
was approximately 60 kbps.

For VRC, the skip frame(s) facility of H.264/AVC allowed themeation of even and odd frame
sequences. For each sequence when using IDR frames, thephdéile of H.264 allowed B-frames to
be included. The GOP size was 15 frames with the usual reywgepéttern of two B- and one P-frame
until the next IDR-frame. In the Main Profile, Context-Ad&ptBinary Arithmetic Coding (CABAC)
results in a 9-14% bit saving at a small cost in computationaiplexity [24]. In the VRC variant and
the redundant frame scheme, B-frames were no longer usédh-rafresh macroblocks now provide
the coding anchor points previously provided by IDR-framiesra-coded macroblocks were randomly
selected (from a Uniform distribution) of H.264 macroble@nd were embedded with P-frames to the
equivalent number needed for a QCIF IDR-frame. That is sevacroblocks per frame results in 105
macroblocks within a GOP, as opposed to 9% 8 macroblocks for a single IDR-frame. Again the
ability to generate random intra-coded macroblocks isititiaof H.264/AVC (H.264 JM Ref. Software,
http://iphome.hhi.de/suehring/tml/download/, accdsSept. 2009).

For FMO experiments, the Baseline Profile of H.264/AVC waleced with a GOP structure of
IPP... In this Profile, intended for mobile devices and conseqyenith a smaller code footprint,
Context Adaptive Variable Length Codes (dynamic Huffmatnagric coding) is employed for simplicity
(rather than CABAC), with some reduction in latency.

6. Evaluation
6.1. Preliminary tests

Figure 3 is a comparison between the luminance PSNR regditam different error-resilient tech-
niques upon Foreman, as the packet loss rate was varied. ihQ@son runs with different starting
seeds were averaged to ensure convergence for Fig. 3. Erreig. 3 followed a Uniform probability
distribution function. Each frame was coded as a single slimless otherwise stated. Further detail
of the error resilience methods compared is available ih [Blbtice that we have tested the methods
separately for clarity, whereas a combination of methodanirerror resilience strategy depending on
channel conditions is possible, though there is a cost imexterhead.

At around zero error packet loss-rate, FMO results in a sdméWwwer video quality than omitting
error resilience, because of its overhead, resulting inetaoding efficiency. Separating into three
independently-coded slices (‘Slices’ in Fig. 3), rathartlone slice, is seen to be a little more effective at
lower loss rates than in other loss regimes, as the risk ddgiacror is lower for shorter packet lengths.
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Fig. 3. Comparison between several H.264/AVC error resijemethods and no resilience (No-Res) communication with
Uniform bit errors, for Foreman QCIF sequence.

Data-partitioning (‘DP’ in Fig. 3 — separating configuratidata and motion vectors, intra-coded, and
inter-coded data into respectively A, B, and C NALUSs) allaavame to be effectively reconstructed
even if the inter-coded macroblocks are missing, providetian vectors in partition A are protected
(which was simulated by assuming strong FEC protection of8ANs). This technique is most useful
at low loss rates. Insertion of Intra-coded Macroblockatfd MB’ in Fig. 3) allows temporal error
propagation to be gradually arrested if some of a previdigseace frame’s macroblocks have been lost.
In the tests, each row of macroblocks in rotation on a fragurdime basis was intra-coded. Intra-coded
macroblocks in the tests was most helpful at medium loss.rdte the error conditions simulated, at
medium to higher loss rates checkerboard FMO was the masit@# method, though delivered video
guality can no longer be considered fair for Foreman at a 10986 tate and higher. However, users
normally accept quality at 25 to 30 dB if it is in a mobile agjpliion. As the vertical axis in Fig. 3 is
effectively logarithmic, a gain of less than one dB will lstilake a difference at the boundary between a
sequence being viewable or not viewable, though at PSNRe/t28 dB that gain is of little importance.
Therefore, the main conclusion from Fig. 3 is that FMO is sigqueo other built-in error resilience
methods of H.264/AVC except at very low error rates.

We also compared a selection of alternative FMO patterosigh for reasons of brevity and because
it is not central to the main theme of this paper, the resuttsrat plotted herein. The H.264/AVC
Checkerboard pattern was superior to other built-in FMQepas at higher loss rates, when coding
QCIF sequences with two slices. At lower loss rates, chédad FMO is somewhat weaker but the
quality is anyway good with whatever FMO pattern. FMO paitdested were: a selection of foreground
in one slice group and the remainder in another; row inteitgg raster scan ordering with two groups;
and selection of columns or part columns. Therefore, theckdrboard pattern should normally be
selected for FMO, especially as it can be used for up to eiligeg groups in H.264/AVC and is not
confined to a two-slice scheme.

6.2. Packet loss experiments

Table 2 gives the packet size features of the protectionnsebén the experiments. Packet sizes grow
with the inclusion of intra-coded macroblocks and, beciDBeframes are splitinto at least two packets,
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Table 2
Protection schemes according to packet payload size
Scheme Size range (B) Characteristic
VRC with IDR frames 70Bto885B  10% over 500 B
VRC with Intra-refresh 183 Bto 966 B 50% over 450 B
Redundant frames multiple path260 B to 780 B 10% over 500 B
FMO single path 39Bt0493B  55% below 125 B
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Fig. 4. Packet loss ratio for VRC for description (0) and diggion (1) versus vehicle speed with Table 1's settingghwi
IDR-frames and with intra-refresh macroblocks (markedaB}).

larger packet sizes arise from VRC with intra-refresh traVRC with IDR-frames. The smaller packet
sizes for FMO are the result of splitting every frame into slices, with a slice per NALU packet.

We firstly make some general remarks about the relationsdtipden packet loss, vehicle speed and
resulting video quality. As shown in Table 1, the number okagency vehicle destinations is taken to
be six, with one other video source vehicle, and the defatdl number of nodes is 100. At a given
speed, if vehicles are on average in proximity to each othiestifficient time for packet transfer then
one can expect less packet loss to occur. However, a vehicst atso avoid travelling at too slow a
speed, as then that vehicle may not have sufficient time tooapp another vehicle to affect a further
transfer. In general, our experiments showed packet léas ta be difficult to predict and as Section 6.3
demonstrates, an unreliable indicator of video quality mtigferent protection schemes are compared.
There now follows experimental results using the three@maoding schemes.

6.2.1. Packetloss under VRC

Figure 4 shows that packet losses under multiple-path VRE&thdr with IDR-frames or with Intra-
refresh are generally higher than 10%. A level below abo@b 19 normally required for reasonable
delivered video qualityinlesserror protection is provided. There is only one speed (15 at/svhich
packet loss is within bounds for the classical VRC schemgur€i 5 shows the result of altering the
number of vehicles available for multi-hop relay. There tsemd towards reduction of packet losses to
an acceptable level as the network size is increased, betaei® are greater opportunities for packet
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Fig. 6. Packet loss ratio for redundant frames and FMO witi€la’s settings with variation of a) vehicle speed and bjvoek
size.

transfer to occur. In the experiment for IDR-frame VRC, epath might compensate for packet losses
in the other path or description. Perhaps, because of the ragular data rate, this trend is not strongly
apparentin the Intra-refresh version of VRC streaming. el®v, the main conclusion that can be drawn
from these tests is that VRC in the form used herein is nasfeatiory for video transport.

6.2.2. Packet loss under Redundant Frames or FMO

Figure 6 presents multiple-path video transfer packet Wdssn employing redundant frames. The
packet loss levels with variation of speed or network sizegemerally higher than for VRC. However,
packet loss rates are especially not a reliable guide tokbky bideo quality in this case, as, if redundant
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Table 3
Packet losses by protection scheme for the selected déstimade

Packet loss ratio (%)

VRC VRC Redundant FMO
(Intra-Refresh)  (IDR-frames) frames
Network size
100 6 14 12 8
200 1 2 15 3
300 5 4 3 4
400 4 6 10 2
Speed
5 2 3 1 15
10 6 14 12 8
15 18 6 10 25
20 8 9 15 13
40

—p— VRC-with IntraB
L —=—VRC
5 Lo —a— Redundant
—a—FMO
0 T r T T
0 5 10 15 20 25
Loss ratio (%)

Fig. 7. Video quality by protection scheme for the selectedenaccording to the packet loss ratios of Table 3. VREURC
with IDR frames, Redundanrt Multiple path with redundant frames, VRC with IntraBVRC with Intra-refresh macroblocks

frame packets are dropped, the video quality remains the s@hcourse, a mixture of redundant and
active frame packet loss will actually occur. Turning togd@path FMO error resilience, from Fig. 6
also, there is generally a much reduced level of packet twdafger network sizes at the default speed,
but FMO packet loss is sensitive to vehicle speed. Thergtheemain conclusions are that redundant
frames lead to larger packetlosses, though this may noseaddy result in worse video quality, whereas
single-path FMO suffers less packet loss.

6.3. Video performance

From the six destination nodes, a ‘median’ node was seléctieidms of packet loss, rather than one
experiencing very high or very low packet loss. Table 3 reptire packet loss statistics for the chosen
node. There is a decreasing trend in packet losses with nesize, but no clear trends are apparent in
terms of vehicle speed.
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Fig. 8. Sample equivalent frames from the protection scisetizR = VRC with IDR frames, Rang= VRC with randomised
Intra-refresh, Red= Redundant frames with multiple path

6.3.1. Video quality

Figure 7 compares resulting delivered video quality (PSERhe default settings. Recall that for
PSNR the vertical scale is logarithmic. Employing reduniddeames, despite the comparatively high
packet loss ratios, results in good video quality. On aweragth the packet loss ratios found from the
simulation, sufficient redundant frames survive to repaée composite video frame sequence. FMO
allows single stream video transfer to compete with mudtiphth transfer but video quality is only fair
in some settings tested. Including Intra-refresh macksdaoes improve the PSNR of VCR but not
sufficiently to compete with the redundant frame scheme.rdfbee, the main conclusion is that both
redundant frames and FMO achieve reasonable video qualiteigiven scenario.

For illustrative purposes only, a sample frame in the Foreseguence is shown in Fig. 8 for each
of the schemes. In the two VRC schemes, there is considedat®tion around the face as previous
frame error concealment has been affected by motion of teefatween the frames. FMO results in
less distortion but the cream-slated background shows sistetions.

6.3.2. Video latency and control overhead

Moreover, in broad terms from Fig. 9, average end-to-enayd@or all vehicles) is longer in duration
for the VRC schemes. Generally, across all schemes paclest tiimes are significant and do require
buffering. For other applications, e.g. a Web click and véamvice, there would be a perceptible start-up
delay between selecting the video and starting to view treast. For the emergency scenario, the
destination emergency vehicles are unaware of the stagtdinthe stream at the source and, therefore,
would not notice the small delay. However, the time avaédblview the scene as a vehicle approached
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Fig. 10. Control packet overhead according to a) vehicled® network size.

the emergency site would be reduced. The end-to-delaysléweVRC schemes were found to be similar
to those for the FMO and redundant frames schemes when tenketize was greater then 100 nodes.
Therefore, Fig. 9a represents a worst case for the VRC schelitter was found to be broadly similar
across the schemes and scenarios, with a range from 0.03IAg.0At 15 frame/s, this represents a need
for a two-frame jitter buffer.

From Fig. 10, the number of control overhead packets wasfi@alsMO, because only one stream was
transmitted, whereas especially when speed was variegédumdant frame scheme resulted in reduced
control packet overhead compared to the VRC schemes. Howkne number of control packets
expended to deliver a packet can be high. Moreover contrckgia add to the overall congestion in a
network even though within a VANET the extra energy consumég@nsmitting them may be discounted
(as avehicle’s alternator is a convenient power sourcek might be alleviated by employing a different
multi-path routing protocol, e.g. [20], to route over mplé paths. However, this aspect is left to future
work as the authors are aware that there are many issuegséaaviol choice of protocol.

Therefore, combining the impact of extra latency and cdériverhead implies that a compromise
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solution is to use FMO rather than redundant frames fro imétting video streams in this scenario.
In our tests, VRC is not only weaker in terms of delivered vidmiality but it increases latency and
overhead.

7. Tentative analytical model

This Section constructs the components of a tentative icallynodel that aims to provide a way of
calculating delivered video quality. The long term dele@rideo quality depends on the connectivity
of the network, as this determines the ability of vehiclesdtmmunicate across the VANET. In turn, the
speed of the vehicles is required to determine the conrigctivor example, the speed of vehiclat
timet, v;(t), in the Manhattan grid model [2] of the simulations is given b

Vi(t + At) = Vi—}—l(t) — a/2, if sz(t) < AZmin

_ : @
= 1;(t + At), otherwise

7;(t + At) = min(max(v;(t) + naAt, Vmin), Vmax) 2

where Az;(t) is the bumper-to-bumper distance from vehitl® the vehicle in frontAzp;, is the
minimum safety distance, is the vehicle acceleration, ands a uniformly distributed random variable
in the range [0, 1]. Notice that unlike the well-known Randdfaypoint model, in the Manhattan grid
model the motion of a vehicle is dependent on its previousanatnd on the position of the car in front.
Other micro-cellular motion models can be found in [11]. Aserved from the simulations in Section 6,
node density has an important role. In order to incorporatterdensity into a stochastic model, the
mathematically-tractable Poisson arrival process camiqayed [18] to model vehicle arrivals along
roads leading into the terrain (the Manhattan grid roadudlydt is not claimed that a Poisson process
is a model for the vehicle arrival process but use of this @ssdoes provide a point of comparison. The
traffic intensity) is then given by

2f

Vmean

A= 3)
wherev, .. 1S the average speed of vehicles with a Poisson arrival psogkintensityf in terms of
vehicles/hour/road, with two lanes per road assumed in Bq. I a Manhattan grid of size N N
blocks, there are 4(N-1) roads for vehicles to enter or I¢hederrain. In [18], for a grid with N= 10,
a road segment length of 400 m (100 m segments were used innowiagons), with a car-following
driver model (dependent on the car in front with some moulgltif driver behaviour [11]), it was found
that intensity saturated at arouyid= 800 to 1000 vehicles/h/lane.

Assuming all vehicles are wireless-enabled, then wiratessmunication essentially depends on the
ranger. Ifthere are some cars that are not wireless enabled thetoa fén the range [0,1] is introduced.
The factorp also affects traffic congestion and in that way connectititgwever, in the simulations of
this paperp is effectively set to unity. In steady-state, i.e. the nundfevehicles leaving and entering
the terrain is balanced, an upper bound on the expected mahbehicles that araotconnected to any
other vehiclen, is:

E[n] = exp(—2Apr) 4)
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In the aforementioned setting [18], Eq. (4) was found to giveasonable fit to simulated results for
values of\ up to about 15 vehicles/lkm. However, this was for linear orotacross the terrain, i.e.
entering at one end of a road and leaving at the other end, etnih mandom destinations, as in this
paper’s results.

The range is governed by the propagation model. Thus, fotvtheray ground reflection path loss
model used in our simulations, if the distaralds more than the cross-over distance [27] then the received
power is:

Pigig-h?h?
P(d) = =5 (5)

whereg; andg, are the gains of the transmitter and receiver respectivelgnd h,. are the antenna
heights of the transmitter and receiver respectivBlys the power at the transmitter, afds the system
loss. For distances less than the cross-over distancetithdr€e-space model [27] is applied, namely:

Pigigr A
P — _WtIrs
() (4m)2d2 L ©
whereA is the wavelength. If power thresholding is applied at tieeieer then this model allows a simple
prediction of range. However, in the simulations packegitermodelling was performed according to
the form of the modulation for an AGWN channel [27]. The crossr distanced,., is:

d, = (4mhsh,) /A (7)

Assuming some functiony, can be found that relates connectivity to packet loss thiem experience
with the error-resilience techniques in the paper, thesenigues act to additively increase the PSNR.
For example, a 10% packet loss rate may achieve overall gifwp quality of 25 dB PSNR or above.
However, if the packet loss rate is more that 10%, then easitience can restore the quality for excess
(over 10%) packet loss rates up to total packet loss rate @fita20%. Thus, the effective packet loss
rate is given by:

Repp=g(Eln]) = C (8)

whereC is the reduction in packet loss rate due to error resiliesag (0%). IR ¢, is greater than a
given threshold value (say) 10% then video quality is judggede unacceptable for all vehicles in the
VANET multicast group. This simple model may be adjustedading to the number of paths employed
and the strength factor of the error-resilience method. &l@w further development of this model is
beyond the scope of the present paper.

8. Conclusions

This paper has investigated whether the operating conditio a city are likely to permit video
communication. It has found that MDC with redundant franseition (a new suggestion for VANETS)
and single stream FMO, both source coding techniques iedlirdthe H.264/AVC codec, can support
robust communication when packet loss rates are relathigly. Video communication to a group of
emergency vehicles allows recognition of suspect vehidiescription of burning buildings and the like
to be passed from the first vehicle on the scene to approawgkimnigles. End-to-end delay remains a
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concern which should be addressed by reduction of hop cdayntise routing protocol. As this is an
outdoor scenario, location aware routing based on the pfmistioning system will be investigated.
Further work will also consist of detailed investigationurban wireless propagation conditions and
modelling of driver behaviour.

References

[1] J. Apostolopoulos, Reliable video communication ovassly packet networks using multiple state encoding and path
diversity, Visual Comms: Image Processifiian 2001), 392—-409.

[2] F. Bai, N. Adagopan and A. Helmy, IMPORTANT: A framewor& systematically analyze the Impact of Mobility on
Performance of routing protocols over Ad hoc NeTwoltEEE INFOCOM(April 2003), 825-835.

[3] S.Biswas, R. Tatchiko and F. Dion, Vehicle-to-vehiclgeless communication protocols for enhancing highwaffiera
safety,[EEE Communications Mad4(1) (Jan 2007), 74-82.

[4] J.J.Blum, A. Eskandarian and L.J. Hoffman, Challengemir-vehicle ad hoc network$EEE Trans. on Intelligent
Transportation Systeni®4) (2004), 347-351.

[5] P.Bucciol, E. Masala, N. Kawaguchi, K. Takeda and J.CMaetin, Performance evaluation of H.264 video streaming
over inter-vehicular 802.11 ad hoc networkSEE 16th Int Symp on Personal, Indoor and Mobile Radio Cor(ept
2005), 1936—1940.

[6] N. Chand, R.C. Joshi and M. Misra, Cooperative cachingnimbile ad hoc networks based on data utili¥§pbile
Information System3(1) (2006), 19-37.

[7]1 Y.C. Chang, M.S. Beg and T.S. Tang, Performance evalnatf MPEG-4 video error resilient tools over a mobile
channel [IEEE Trans on Consumer Electronid8(1) (Feb 2003), 6-13.

[8] S.R. Dickey, C.-L. Huang and X. Guan, Field measuremehtghicle to roadside communication performanétE
Vehicular Technol ConfFall 2007), 2179-2183.

[9] J. Dunlop, D. Girma and J. Irvin®igital Mobile Communications and the TETRA Systénwiley & Sons, Chichester,
UK, 2000.

[10] M. Fiore, J. Harri, F. Filaliand C. Bonnet, Vehicular mobility simulatiéor VANETSs,40th Annual Simulation Symposium
(Mar 2007), 301-307.

[11] M. Fiore and J. Hrri, The network shape of vehicle mobili§th ACM Int'l Symposium on Mobile Ad Hoc Networking
and Computing2008), 261-272.

[12] M. Gerla, R.G. Cascella, Z. Cao, B. Crispo and R. Batéit efficient weak secrecy scheme for network coding data
dissemination in VANETIEEE PIMRC(Sept 2008), 1-15.

[13] M. Ghanbari, Standard codecs: Image compression tarad video coding, IET Press, London, UK, 2003.

[14] V.K. Goyal, Multiple description coding: Compressioreets the networkEEE Signal Process MatB(5) (Sept 2001),
74-93.

[15] M. Guo, M.H. Ammar and E.W. Zegura, V3: A vehicle-to-velk live video streaming architectur@d IEEE Int’| Conf.
on Pervasive Computing and Com(har 2005), 171-180.

[16] A.M. Hanashi, I. Awan and M. Woodward, Performance eatibn with different mobility models for dynamic proba-
bilistic flooding in MANETSs,Mobile Information Systen1) (2009), 65-80.

[17] D.Jiangand L. Delgrossi, IEEE 802.11p: Towards arriraéonal standard for wireless access in vehicular enuients,
IEEE Vehicular Technol CorfMay 2008), 2036—2040.

[18] M. Kafsi, P. Papadimitratos, O. Dousse, T. Alpcan anB. Hubaux, VANET connectivity analysitEEE Workshop on
Automotive Networking and Applicatio(Bec 2008).

[19] P. Lambert, W. Deneve, Y. Dhondt and R. Vandewalle, iBlexmacroblock ordering in H.264/AVC] of Visual
Communication and Image Representatid2006), 358—375.

[20] S.-J. Lee and M. Gerla, Split multipath routing with nrazlly disjoint paths in ad hoc networkdEEE Int’l Conf. on
CommunicationgJun 2001), 3201-3205.

[21] H.V. Leong and A. Si, Multi-resolution information mamission in mobile environmentsiobile Information Systems
1(1) (2005), 25-40.

[22] L.Lima, M. Médard and J. Barros, Random linear network coding: A freleetiPIEEE Int'l Symp on Info Theorgdun
2007).

[23] Q. Lu, L.Du, Z. Zuo and X. Xiao, Improved multi-path AODMotocols for real-time video transport over Mobile Ad
Hoc Networks)EEE Pacific-Asia Workshop on Computational Intelligennd éndustrial Application(2008), 621-625.

[24] D. Marpe, H. Schwarz and T. Wiegand, Context-based tagapinary arithmetic coding in the H.264/AVC video
compression standartEEE Trans on Circuits and Systems for Video Tecli3¢T) (2003), 620-636.



N. Qadri et al. / Robust video communication over an urban EAN 279

[25] J.S. Park, L. Uichin, S.Y. Oh, M. Gerla and D. S. Lun, Egeercy related video streaming in VANET using network
coding,3rd International Workshop on Vehicular Ad Hoc Netwofk606), 102—103.

[26] I. Radulovic, Y.-K. Wang, S. Wenger, A. Hallapuro, M.Hannuksela and P. Frossard, Multiple description H.26éwid
coding with redundant pictureBt’| Workshop on Mobile Vide¢Sept 2007), 37—-42.

[27] T.S. RappaporiVireless Communication@nd edition), Prentice-Hall, Upper Saddle River, NJ, 200

[28] M. Roccetti, M. Gerla, C.E. Palazzi, S. Ferretti and @uPFirst responders’ crystal ball: How to scry the emergenc
from a remote vehicldEEE 26th Int'l Conf on Performance of Computing and Comm@sil 2007), 556-556.

[29] S. Saponara, C. Blanch, K. Denolf and J. Bormans, The ddifanced video coding standard: Complexity and
performance analysis on a tool-by-tool basi'| Packet Video WorkshofApril 2003).

[30] R.M. Schreier and A. Rothermel, Motion adaptive intefresh for the H.264 video coding standal8EE Trans. on
Consumer Electronics2(1) (2006), 249—-253.

[31] T. Stockhammer and W. Zia, Error-resilient coding amtating strategies for video communication, Multimedia
over IP and Wireless Network®!. van der Schaar and P.A. Chou, eds, Academic Press, Ataste2007, pp. 59-80.

[32] D. Tian, M.M. Hannuksela, Y.-K. Wang and M. Gabbouj, @&rresilience coding techniques using spare picture$,
Packet Video Worksho@\pril 2003).

[33] T. Tillo, M. Grangetto and G. Olmo, Redundant slice ol allocation for H.264 multiple description codingEE
Trans Circuits and Syst for Video Techri&(1) (2008), 59-70.

[34] O.K.Tonguz, W. Viriyasitavat and F. Bai, Modeling urbiaffic: A Cellular automata approadiEEE Communications
Mag 47(5) (May 2009), 142—150.

[35] V. Varsa, M.N. Hannuksela and Y. Wang, Non-normativ@econcealment algorithms, ITU-T SGI6 Doc., VCEG-N62,
2001.

[36] Y. Wang, A.R. Reibman and S. Lee, Multiple descriptimding for video deliveryProc of the IEEE93(1) (2005),
57-70.

[37] W. Wei and A. Zakhor, Multipath unicast and multicast@® communication over wireless ad hoc netwohis| Conf
on Broadband Network@®ct 2004), 494-505.

[38] S. Wenger and M. Horowitz, Flexible MB ordering—a newoerresilience tool for IP-based videlmt'| Workshop on
Digital CommunicationsCapri, Italy, (2002).

[39] S. Wenger, H264/AVC over IREEE Trans Circuits and Syst for Video Tech8(7) (2003), 645-656.

[40] S. Wenger, G.D. Knorr, J. Ou and F. Kossentini, Erroiliersce support in H.263HEEE Trans Circuits and Syst for
Video Techno8(7), 867-877.

[41] T. Wiegand, G.J. Sullivan, G. Bjgntegaard and A. Luti®aerview of the H.264/AVC video coding standat&EE
Trans Circuits and Syst for Video Techrd&(7) (July 2003), 560-576.

[42] Z.Wuand J.M. Boyce, Adaptive error resilient video tapbased on redundant slices of H.264/AMEEE Int'l Conf.
on Multimedia and Exp@July 2007), 2138—-2141.

[43] S. Yousefi, M.S. Mousavi and M. Fathy, Vehicular ad hotwoeks (VANETS): Challenges and perspectivét) Int'l
Conf on ITS Telecommunicatiofan 2006), 761-766.

[44] H. Yu, Streaming media encryption, ilMultimedia SecurityB. Furht and D. Kirovski, eds, CRC Press, Boca Raton,
FO, 2005, pp. 197-220.

[45] X.Zeng, R. Bagrodia and M. Gerla, GloMoSim: A libraryrfearallel simulation of large-scale wireless networkath
Workshop on Parallel and Distributed SimulatiofMay 1998).

Nadia N. Qadri received her PhD at the School of Computer Science and Biecs Engineering, University of Essex,
UK in 2010. She received her Masters of Engineering (Compoatitin Systems and Networks) and Bachelors of Engineering
(Computer Systems), from Mehran University of Engineeand Technology, Jamshoro, Pakistan in 2004 and 2002 résggct
She has more than four years of teaching and research axpeaérenowned universities of Pakistan viz. Mehran Usiter

of Engineering & Technology, Fatima Jinnah Women’s Uniitgrand COMSATS Institute of Information Technology. Her
research interests include video streaming for mobile adlktworks and vehicular ad hoc networks, along with P2Rustiieg.

Muhammad Altaf received his BSc degree from the University of EngineerimtjBechnology, Peshawar, Pakistan in 2001 and
his MSc degree in computer system engineering from the Naltidniversity of Science and Technology, Rawalpindi, Bt

in 2004. He has recently been awarded his PhD at the UniyarkEssex, UK. His research interests are video compression
and video streaming over wired and wireless networks.

Martin Fleury has a degree in Modern History (Oxford University, UK) and ath/Physics based degree from the Open
University, Milton Keynes, UK. He obtained an MSc in Astrggits from QMW College, University of London, UK in 1990

and an MSc from the University of South-West England, BtigtdParallel Computing Systems in 1991. He holds a PhD
in Parallel Image Processing Systems from the Universitizssfex, Colchester, UK. He is currently employed as a Senior



280 N. Qadri et al. / Robust video communication over an urban EAN

Lecturer at the University of Essex. Martin has authored @é® articles, and other publications on the subjects oflewel
image- and signal-processing algorithms (including dognainand image compression algorithms), performance pgrediof
parallel systems, software engineering, and vision systétis current research interests are video communicatienMANS,
WLANS, PANs, BANs, MANETS, and VANETS.

Mohammed Ghanbari is best known for his pioneering work on two-layer video eaplior ATM networks (which earned him

an IEEE Fellowship in 2001), now known as SNR scalabilityhie standard video codecs. He has served as an Associate Edito
for IEEE Trans. on Multimedia. He has registered for elevgarnational patents on various aspects of video netwgrdird

was the co-recipient of A.H. Reeves prize for the best papbklighed in the 1995 Proc. of IEE on the theme of digital cgdin

He is the co-author of “Principles of Performance Enginggtia book published by IET press in 1997, the author of “dide
Coding: An Introduction to Standard Codecs”, a book alsdiphibd by IET press in 1999, which received the year 2000 best
book award by the IEE, and the author of “Standard Codecsgén@ompression to Advanced Video Coding” also published
by the IET press in 2003. Prof. Ghanbari has authored or ttmeeed about 450 journal and conference papers, many ofwhic
have had a fundamental influence in this field.



Advances in : ~ = Journal of

o . Industrial Engineerin
INultimedia e

Applied
Computational
Intelligence and Soft
- ; ey Lomputing—
H H nternational Journal of ! - "
The Scientific D gureter . ey B P —
World Journal Sensor Networks

Advances in

Fuzzy
Systems

Modelling &
Simulation
in Engineering

e

Hindawi

Submit your manuscripts at

http://www.hindawi.com

Jourr
Computer Networks
and Communications Advances in

Artificial
Intelligence

i ‘ Advances in
Biomedical Imaging Artificial
¥ 9, =M Neural Systems

#

International Journal of
Computer Games
Technology

Intel ional J na
Reconfigurable
Computing

e . Computational i
t Ad S ~ Journal of
Journal of uman-Computer Intelligence and e, Electrical and Computer
Robotics Interaction Neuroscience Engineering




