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Abstract. The publish/subscribe communication paradigm has manyacteistics that lend themselves well to mobile
wireless networks. Our research investigates the extemgiourrent publish/subscribe systems to support sulescnitobility

in such networks. We present a novel mobility managemerersetbased on jpro-activecaching approach to overcome the
challenges and the performance concerns of disconnectdtams in publish/subscribe systems. We discuss theanésth

of our proposed scheme and present a comprehensive exptlimaealuation of our approach and alternative statdrefart
solutions based oreactive approaches andurable subscriptions The obtained results illustrate significant performance
benefits of our proposed scheme across a range of scenagaon®lude our work by discussing a modeling approach tmat ca
be used to extrapolate the performance of our approach iarasiee environment (in terms of broker network and/or stibsr
population) to our experimental testbed.

Keywords: Message-oriented middleware, publish/subscparadigm, mobility management, mobile computing, \essl
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1. Introduction

A publish/subscribe (pub/sub) system is a push-basedaftion dissemination model that inherently
decouples communication between publishers and subsxiibteme, space andflow[2,13]. In such a
systempublishersare the information producers that deliver information ttisaributed set of brokers
in the form ofmessageforevent$, subscribersare the information consumers that subscribe to receive
a selective set of messages within the system,taoklersare the routers that ensure the reliable and
timely delivery of published messages to all interestedsstibers. The pub/sub-based architecture is
recently considered as a promising communication paraftigfature mobile information dissemination
applications [22,27]. This is due to the advantages of thragigm, includinglecouplinganonymous
andasynchronousany-to-many information dissemination.

Most existing pub/sub systems [8,9,39,54] are designdikied wired networks, where both publisher
and subscriber clients are usually stationary and hawaetleliow-latency high-bandwidth connections.
Support and optimizations for client mobility are not biritfeatures of their formal semantics. Instead,
it is left to the applications to adapt to the conditions ohdsnic environments. This can significantly
complicate the development of information disseminatippligations. Recently, some literature [11,
42,46] has taken a first step towards supporting mobilityub/pub systems. There is hence a pressing
need for add-on protocols to extend these systems to operatmbile wireless environments that
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are characterized by frequent and unpredictable discdéionsmf participants due to wireless channel
impairments or client mobility.

Although mobility management is widely studied by mobilemquuting researchers, the indirect com-
munication paradigm of pub/sub systems introduces newestgds in designing handoff management
solutions [11,41]. In a pub/sub system, published messdmaset rely on an explicit destination address
set by the publishers. Instead, they are routed to the emdsp@ibscribery based on their content
and the subscriptions in the system. In other words, puiigsio not know the explicit addresses
of subscribers and therefore acknowledgement mechanismotée used to identify message loss.
Subscribers cannot also depend on the sequence numbess rectived messages to detect message
loss as they receive a selective set of the published messagea result, without any coordination
between network brokers, subscribers may miss some oreathrssages that were published during
their movements from one broker to another. This can be awseissue for some applications that do
not tolerate message loss.

Since the migration of the subscribers is transparent tosytstem, the network brokers end up
managing a large number of inactive subscriptions and imgctheir corresponding messages. As
perpetually caching messages for migrated subscribeissiega substantial overhead on the brokers, the
overall system performance may gradually degrade to the pbiailure. Moreover, the subscribers may
receive duplicated messages when they reconnect to thiepsuwvisited brokers. Such duplication may
result in flooding the wireless channel and wasting a conaiide amount of the bandwidth. Reported
studies [14,15,32] discuss the above issues in details.s,Thhe handoff management solutions for
pub/sub systems should take into account these factorglitiadto the conventional objectives such as
low handoff latency and message overhead to guaranteblestizessage delivery semantic and to hide
the interruption of message dissemination.

In recent years, several mobility management solutiorkl[14,29,36,52] have been proposed for
pub/sub systems deployed on various wireless environme@t®e most commonly-used solution is
based on aeactivescheme [7,11,53]. The reactive scheme works as followse@mobile subscriber
disconnects from source brokB, the broker starts to locally store published messagesrhtith the
subscriber’s subscriptions. When the subscriber recaasnedarget brokep;, it first informs B; that
it was previously connected t8;. ThenB; contactsB; to fetch the subscriptions associated with the
mobile subscriber. AfteB; obtains all the subscriptions, it subscribes these sytigmms and informs
B; to remove them. The; begins to store in a temporary queue all the new messageives for
the moving subscriber. Meanwhil&; sends all the subscriber messagesjo After all the messages
are forwarded3; simply replays the set of locally stored messages and redenessages from; to
the subscriber, potentially after removing duplicatesfitooth set of messages. This scheme may result
in a drastic increase in the network traffic load since theseriptions and actual messages need to be
transferred between the brokers [5]. It also imposes higlibfi latency that may not be acceptable by
applications requiring fast handoffs between brokers tmtaa high communication quality.

Another recently-used solution, based odwable subscription-baseapproach [14,20,31,32,36],
is proposed to cope with the connection/disconnectionaifmers. This approach is believed to be
highly reliable and is typically used for applications thahnot tolerate message loss. In the absence of
any mobility management mechanism, the durable subsmniithsed approach suffers from the issues
described early when it is deployed on a mobile wireless dioimaaddition to the fact that frequent
mobility of subscribers significantly degrades the systeniggmance. In such a scheme, as braker
has no knowledge about the state of the mobile subscribechwias already reconnected to broker
B, it will keep buffering messages for that subscriber, aagi$l; a significant performance overhead.
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Also, the durable subscription-based scheme does not Buppeechanism that removes the subscriber
subscriptions from the previously visited brokers. In tbése, each broker will end up managing a
large number of inactive subscribers that may not recoraggin to that broker. Therefore, the durable
subscription-based scheme gains by not propagating sptisos and messages between the brokers,
at the expense of perpetually caching messages for inamthvecribers. Results reported in [14,15,20,
32] show that the system’s performance gets increasingigevas the population of inactive subscribers
increases in the system.

In this paper, we propose a novel and efficient mobility managnt scheme for current pub/sub
systems to support subscriber mobility and to provide fastdioffs. The core idea of this scheme is
to intelligently transfer and cache subscriber contextsgctual subscriptions) one broker-hop ahead
of its current broker in gro-activemanner (i.e., context transfer/caching occurs before shsaiber
movement). Since it is difficult to predict the subscriberisvement, we need to identify trsetof
potential next brokers without examining the brokers’ togg and manually creating the set. We exploit
a data structure, calleteighbor graphwhich forms the basis for our proposed pro-active schenite as
dynamically captures the potential mobility graph of melslibscribers. Each broker over time learns
about its immediate neighbors; thus, only these neighbiirsageive/cache the subscriber context prior
to the occurrence of handoffs.

We have comprehensively evaluated the performance of ampoged pro-active scheme through
testbed experiments, comparing it to alternative solgticeactive and/or durable subscription-based.
The obtained results show that our pro-active scheme ashigwperior performance across a range of
scenarios over the other solutions in terms of messagerusssage duplication, and handoff latency.
Using two different mobility models, we demonstrate tha fiio-active approach can outperform the
other solutions even when the neighbor graph is a relativedgk predictor of mobility (i.e., each
broker has many neighbors). As the neighbor graph narrogvshbice of potential next-hop brokers,
the performance improvements become even more noticeddeconclude our work by discussing a
modeling approach that can be used to extrapolate the pefare of our proposed mobility management
scheme in a near-size environment (in terms of broker nétwod/or subscriber population) to our
experimental testbed.

The rest of the paper is organized as follows. Section 2 d&ssithe related work. Section 3
describes the system model and assumptions. Section 4nfgdbe proposed pro-active mobility
management scheme. Section 5 describes the experimetujalasel discuses the evaluation results.
Section 6 applies a modeling approach to extrapolate tHerpgance of our proposed pro-active scheme.
Section 7 concludes the paper.

2. Related work

In the recent years, several mobility management solutfemgé been proposed for well-known
distributed pub/sub systems, like JEDI, SIENA, REBECA, &WIN. JEDI [11] is one of the first
pub/sub systems to add support for subscriber mobility hbased on explicimovelnand moveOut
operations. The mobile subscribers explicitly invoke ehegerations during the handoff process, which
can be problematic if a wireless link breaks down suddenly wuphysical mobility or interference.
Also, JEDI adapts a hierarchical topology of event broketsch has a potential performance bottleneck
at the root node of the hierarchical tree [5].

SIENA [7] is a scalable messaging system that has been eeddadupport subscriber mobility. The
extension is typically presented in the reactive fashiahevaluated in wired and GPRS-based networks.



296 A. Gaddah and T. Kunz / Extending mobility to publish/subgcsystems using a pro-active caching approach

Although their reported results have demonstrated thacgiplity of their mobility extension, they are
limited to narrow evaluations of a single mobile subscrita@ming across the network. This limits the
value of their results since their proposed extension neseds to transfer a large volume of messages
between brokers.

REBECA [53] incorporates a reactive-based solution to sugghysical mobility in an acyclic event
topology. The mobility support scheme uses an intermediatie between the source and target broker,
calledJunction for synchronizing the brokers. The source broker routbsaiber messages through
the Junction to reach the target broker, and then the sibiescfihe proposed extension relies on tracking
the Junction broker that significantly increases the hdriday, particularly in a large-scale network,
and the overhead on the Junction [35]. It has not been jubtiftey subscribers cannot maintain the
information about the source broker, necessitating amnmgdiary to manage mobility.

ELVIN [46] is an event-based system that supports discaedegperation using a central caching
proxy server but does not support mobility between proxilesa wide-area system, mobility support
between proxies is needed and may also be useful for loaddiatppurpose. The central proxy server
tends to become a performance bottleneck and the systerhssaiable.

Farooq et al. [14] presented their experience in evalugtiagerformance of a commercial IMS-based
pub/sub system in wired and mobile cellular networks. Theanesof their work differs from ours since
it mainly focuses on studying the impact of certain mobifdgtors on the performance of reactive and
durable subscription-based schemes without proposingvarmability management scheme.

Chelliah et al. [10] proposed a distance-based cache ta@occheme to support continuity of service
in a cellular network. To some extent, their approach islainto the one proposed in [25]. The cache
is relocated to the next base station once the mobile usehesahe relocated point in the cell. This
mechanism relies mainly on predicting the path of the molidler accurately. A combined approach
of LA [45] and PM [28] techniques is used for path predictighdistance-based relocation scheme is
used to identify the time at which the relocation has to bégpered. Distance between the mobile unit
and base station is regularly monitored to make such a deci3ihe cost of prediction methods is high
as they are repeatedly applied to every individual mobikr tisat enters to a cell. They also show low
accuracy, which is not justified, even for a small number eited cells. Moving close to the boundary
of a cell initiates unnecessary cache relocation. Due tdettigthat relocation takes place just after the
handoff, the mobile user may experience service disrugtftar entering the new cell.

Katsaros et al. [2] introduced a prototype based on SCRIRE fh overly multicast routing system,
to support mobility in pub/sub systems. In their prototypehéecture, a mobile client is connected to
an Overly Access Router (OAR) through the currently assedidccess Point (AP). Since the mobile
clients move from one AP to another, it is possible that thiéybe served by a different OAR. In such a
case, the mobile client should inform the new OAR about tHdipations of its interest in order for the
OAR to join the appropriate trees. The cost of finding andijmjrthe appropriate multicast trees should
be investigated as it has a direct impact on the handoff dgteAlso, mobility prediction is absent in
their proposed solution and thus proactive multicast gjoing cannot be achieved to reduce the handoff
latency. Caching mechanisms should be utilized to imprbeeetficiency of their approach.

Podnar et al. [41] discussed a persistent notification sehensupport subscriber mobility. In this
scheme, each broker maintains a list of the IDs for the eventi®d to its neighbor brokers and the
interested subscribers. It also stores the published gvuend persistent buffer according to their
lifetime. When a mobile subscriber reconnects to a new lirake subscriber will provide the IDs of
the latest received events to the new broker in order to algidicated events. This scheme constantly
burdens neighbor brokers with event transfer/cachingdaals to a significant degradation in the system
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performance. Thisis due to the lack of coordination betvgegascriber mobility and the caching process.
The scheme also adds extra load on the brokers as they aigetbtumaintain a large volume of IDs
and validate the lifetime of a tremendous number of events.

Burcea et al. [5] deployed a simple handoff management sefteat is based on the successful
prediction of the subscriber destination. In the propos#geese, the subscriber context is transferred
to the destination brokers once the mobile subscriber disects from the network. The entire context
will then be removed from the source broker. This limits thegmsed scheme to only support mobility
but not disconnect/reconnect operations that may occquénetly due to the loss of connectivity. Our
proposed approach takes into consideration such behavdaram handle it well. The proposed scheme
may also not be adequate for supporting fast handoffs péatig in large-scale networks as the context
pre-fetching takes place only after the mobile subscrilimyahnects from the network. In our scheme,
the subscriber context is always transferred prior to thesstiber movement to support fast handoffs.
The authors have not evaluated their approach in the presdmeultiple brokers, which severely limits
the applicability of their approach.

Wang et al. [49] provided a handoff management scheme, visicalledmulti-hop handof{MHH),
to offer reliable and ordered delivery of messages to mahilescribers with minimized cost (in terms
of message loss and duplication). In MHH, when a mobile sitbscdisconnects from the system,
the new incoming messages will be buffered at the subsdilast visited broker. Once the subscriber
reconnects to a new broker, the subscriber context (syiierrs and messages) is migrated in parallel.
The context is typically moved hop-by-hop along the patimftbe last visited broker to the new broker
in a reactive manner. In general, the proposed scheme willdnce high handoff latency as it may take
a long time for the new broker to receive the subscriber ctdmiggon its reconnection, particularly when
the network is congested or is large.

Hu et al. [21] addressed subscriber mobility in a distridutentent-based pub/sub system. They
mainly focus on the transactional semantics required by hilmcubscriber (i.e., a subscriber who
wishes to disconnect from a source broker and reconnect ®nabnoker in the overlay as part of
a transaction). They identified the transactional semsiitic a mobile subscriber and outlined the
transactional concerns at various layers, focusing on tiscgiber movement and routing protocol
layers. The proposed solution requires the system to repoefiand update the routing tables of all
the brokers on the path from the source to the destinatiokebré&uch a behavior in the high mobility
scenarios can be very costly from a performance perspective

Tarkoma et al. [47] discussed a formal discrete model toysttuel safety and cost of handoff protocols
for both publisher and subscriber mobility in content-lshismuting networks. Three new properties are
defined to improve mobility support in the pub/sub topolsgieameloverlay-based routingendezvous
points andcompleteness checkin@verlay-based routing prevents the content-based flgqafivblem.

It abstracts the communication used by the pub/sub system tihe underlying network-level routing
and enables the system to cope with network-level routingyrgand node failures. Rendezvous points
simplify mobility by allowing better coordination of topadly updates. Completeness checking ensures
that subscriptions and advertisements are fully estaddigpropagated) in the topology. The reported
results are limited to a single performance metric (i.e ssage cost), which is not sufficientto completely
evaluate the impact of different protocols and topologesanaging mobile pub/sub clients.

3. System model

This section gives an overview of the system model and agliome of the properties and assumptions
of the used pub/sub system. In our system model, the brok&orieis modeled as an undirectgdneral
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peer-to-peegraphG = (V, E), whereV is the vertex set of all broker¥] = {By,---, By}, andE' is

the set of unordered distinct pairs of edgeslijwks), e = {B;, B;} whereB; # B;. Two brokersB;
andB; € V may communicate directly only if they are linked by an edgéVe formally say that3;
andB; have a neighboring relationship{i3;, B;} € E. We thus define the set of all; neighbors in

G as follows: Neighbor(B;) = {B;: B; € V, (B;, Bj) € E}. The set of brokers ¢ are assumed to
be distributed in the same geographical neighborhood megyial the mobile subscribers may reconnect
to the physically closest brokers. This is an essentialrapon in order to support emerging location
dependent services (i.e., messages routed to the sulssdrésed on their current locations) and reduce
the network overheads. It is assumed tfyak a static routing topology [7] that routes publications to
all interested subscribers.

The traffic onG travels via reliable and authenticated communication raeism on each edgeand
is classified into two different categoriesontrol andcontentmessages. The control traffic consists of
the subscription and mobility update messages that arelyreinhanged by peer brokers whereas the
content traffic consists of the actual data that are forwagfdem publishers to interested subscribers.
Each broker maintains two tables: a Subscription TaBlB &nd a Neighborhood TabI®&\{). The ST
consists of a set of(Z, Sub} pairs that record the subscriptior&u) received from or delivered to the
immediate neighbor brokers. The edges of the neighbor bsate recorded into the NT as/é2,7)}
pairs that are used for the control traffic routirifj.is a timestamp used to ensure the correctness and
freshness of the NT as discussed later.

In our system model, a subscriber handoff is performed batviao brokers in the network3; and
B; € V B; is the source broker anBl; is the destination broker that is usually unknown to the reobi
subscriber. After the subscriber disconnects filBmthe handoff is negotiated and a new connection is
established with3;. Some systems limit subscriber mobility between only bofatekers, the leaves
of a routing tree. In contrast, we allow mobile subscribersammute between any two brokers. The
edgee betweenB; and B; is unique sincex is a peer-to-peer graph. We refer to an edgesactive
if a subscriber logically moves across that edge. It is reang@s0 keep track ahactiveedges as they
drastically impact the system’s performance due to thehmaat of propagating unnecessary subscriptions
and messages in the system. Hence, we regularly update Naptore the active edges and eliminate
inactive ones. BrokeB; uses the propagated subscriptions, received from biBkep store messages
for offline subscribers in a dedicated buffer. All stored sagges will then be routed directly to the
mobile subscriber once it hands off #8;. Subscription covering [26] is a key technique to quench
the subscription propagation and hence reduces the propageaerhead. We give no consideration
to such technique due to its high cost in an environment citeniaed by frequent movement [21].
In the described model, the mobile subscribers do not chdraesubscriptions during the course of
disconnect/reconnect operations, but they are free togehdnem when connected to a broker.

The work described in this paper is based on the contentbssiescription system that enables
subscribers to express their interests with a finer levelrahglarity. It is also based on the use of
the flooding strategy to steer message delivery to the bliggd brokers. This strategy is strongly
recommended by [3,39] in highly mobile environments sin@dping content-based pub/sub systems
on top of IP Multicast fopic-basedi results in an explosion of multicast groups. Like most prasly
discussed work on supporting subscriber mobility in pub/systems, our work assumes that there
are no failures at the pub/sub routing layer (broker nodelstiaair links) as the development of fault-
tolerant pub/sub protocols [23] is out of the scope of thisgra Security has also not been addressed
in conjunction with our proposed mobility management scheliVe assume that previously proposed
techniques [44,48] can be also applied to our approachidmibrk, we are only interested in managing
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subscriber mobility and not concerned about publisher fitplthat has been addressed by others [37].
Unlike subscribers, there is no specific information thatpliblishers would miss during the period of
their handoffs.

4. A pro-active mobility management scheme

Although the lower layers (such isk-layerandIP-layer) are conceptually theight layers'to express
the context of mobility support, the lower-layer mobilitygpocols have not been widely accepted and
deployed for several reasons [4,47]. The applicationflmyability solutions on the other hand can easily
remove the major drawbacks of the lower-layer mobility poats and offer better mobility solutions for
the next-generation heterogeneous networks. This mesivair choice to solve the mobility problem at
the application-layer.

The core idea of our pro-active mobility management schesmi iintelligently transfer/cache a
subscriber’s context (subscriptions/messages) one braleahead of its current broker irpao-active
fashion (i.e., context transfer/caching occurs prior hhandoff of the mobile subscriber). Weighbor
graph which forms the basis of our proposed scheme, is used taiga#dy capture the candidate set
of brokers to which subscriber context should be pro-alstiransferred to and cached at.

We model subscriptions to be in eithagtiveor passivanode. When a subscription is in active mode,
it is used for filtering incoming messages and only those agssthat match its filter are either routed
to the subscriber or cached locally for future use. A passiEscription, on the other hand, is simply
ignored in the filtering process. Initially, a subscribepsiits an active subscription to a broker to receive
the messages of its interest.

4.1. The pro-active context distribution algorithm

The pro-active context distribution algorithm is at theecof our pro-active mobility management
scheme and described here at a high level as separate casesrtespond to variousonnection
disconnectionandhandoffscenarios. Figure 1 depicts a simplified finite state mac{i#&d1) diagram
that more formally describes the protocol. The followingatimn is used throughout the description:

S a subscriber who is potentially mobile. Neighbo(B;): setof neighbor brokers @;.
B,: a broker who is initially serving. Contex(S): {Sul{S-+Msgg9)}.

B;: a neighbor broker oB;. Timeou(S): a chosen timeout for managing
Sul(S): S’ subscriptions. Contex(S). When it expiresContex(s) is
Msgg9): S’ messages. garbage collected.

The following pseudo-code summarizes the algorithm, asiugre on each broker:

Case 1 When S initially connects to brokef3;, B; sends a passive copy 8UKS) to each broker
B; eNeighbo(B;), which locally storesSul{S). In the meantime, brokeB; routes the published
messages t6.

Case 2 WhenS disconnects from the network due to poor network connegtivia handoff, broker
B; detects this (through receiving generic ping replies fi$eriodically) and consequently sends an
activate request to each brokér € Neighbo(B;). Following this request, brokds; forwardsMsggS)
to its neighborsB; until the activation request is acknowledged, to avoid ragedoss that may occur
due to the activation latency. ASul{S) is activated Neighbo(B;) will locally store all the incoming
messages that mat@ul(S). The ID of the latest message consumedSh{for each subscription) is
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Algorithm 1: Pro-active Context Distribution — executed on broker (B;)

Case 1: Initial connection
IF subscriber S connects to B; THEN
FOR all B; € Neighbor (B;) DO
Forward Sub(S) to B;
ENDFOR
ENDIF
Case 2: Subscriber disconnects
IF subscriber S disconnects from B; THEN
FOR all B; € Neighbor (B;) DO
Activate Sub(S) stored at B;
Forward Msgs (S) to B; stored during Sub (S) activation
ENDFOR
ENDIF
Case 3: Subscriber reconnects
IF subscriber S reconnects to B; THEN
FOR all B; € Neighbor(Bj) DO
Deactivate Sub(S) stored at B;
ENDFOR
ENDIF
Case 4: Subscriber moves out to a peer broker
IF subscriber S hands off to B, from B; THEN
FOR all B; € Neighbor(B;) and B; # By DO
IF B; € Neighbor (By) THEN
Delete Context (S) stored at B;
ELSE
Deactivate Sub (S) stored at B;
ENDIF
ENDFOR
ENDIF
Case 5: Subscriber moves in from a peer broker
IF subscriber S hands of to B; from By THEN
IF Sub(S) is not in B; buffer THEN
Obtain Context (S) stored at B;
ENDIF
FOR all B; € Neighbor (B;) DO
IF B; & Neighbor (By) THEN
Forward Sub (S) to B;
ENDIF
ENDFOR
ENDIF
Case 6: Subscriber unsubscribes
IF subscriber S unsubscribes from B; THEN
FOR all B; € Neighbor (B;) DO
Delete Context (S) stored at B;
ENDFOR
ENDIF
Case 7: Subscriber context obtained
IF B; obtains Context (S) from neighbors THEN
Buffer Context(S) at B;
ENDIF
Case 8: Subscriber times out
IF B; triggers Timeout (S) THEN
FOR all B; € Neighbor (B;) DO
Delete Context (S) stored at B;
ENDFOR
ENDIF
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Fig. 1. FSM diagram for the pro-active context distributagorithm.

ContextBuffered

enclosed with the activation request and thus only the ngessaith higher IDs are stored. BrokBy
similarly keeps bufferindMsggS) as it may reconnect t3; again.

Case 3 When S reconnects to the same brokgy, rather than moving to a neighbor brokegy, B;
sends a deactivate request to its neighl#rsnforming them to deactivat®ul{S), terminate the caching
process, and clean up their local buffers. In the meantimuke B; routes all buffered messages4o

Case 4 When S moves from broker3; to broker By, By, informs B; that is currently serving
S. Accordingly, brokerB; requests its neighboiB; either to deleteContex(S) or deactivatesul{S),
excluding brokerB;,. To reduce the overhead of context tranddgrand B; exchangeNeighbo(B;,)
andNeighbo(B;). Throughout these lists, brokét; can decide whictsul{S) should be deleted and
which Sul{S) should be deactivated for future use by broker Similarly, brokerB;, can identify which
Sul(S) should be routed to its neighbaBs. Neighbor brokers typically exchange neighbor informatio
whenever an edge is added to or deleted from their lists.

Case 5 WhenS moves from brokei3;, to brokerB;, B; first checks ifContex(S) is available in its
buffer. If it is not found in the buffer3; request£ontex(S) from B;,. If Contex(S) is found in the local
buffer of B;, similar actions taase 1will be performed.

Case 6 WhenS unsubscribes from broké?;, B; instructs its neighborB; to deleteContex(S) from
their buffers.
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Case 7 When brokerB; receivesContex(S) from its neighbors, it locally stores it in a persistent
buffer.

Case 8 When S disconnects from brokeB; and Timeou(S) is reachedB; informs its neighbors
B; to deleteContex(S) from their buffers. This is a necessary task to manage mahibscriber
failures/crashes.

As this algorithm executes in parallel on all brokers, conency issues need to be dealt with,
in particular potential race conditions due to network dateor/and delayed response of overloaded
brokers. Race conditions appear when two concurrent dpasatinitiated by two different brokers,
are intended to change the state of the same subscripti@gs) activate, deactivate, or delete states).
This could then lead to an inconsistent state among the sabsedption(s) copies stored at neighbor
brokers, and hence impact the performance of the pro-aaipeoach. For example, whéhenters the
MoveOutstate, brokei3; sends a deactivate request to the neighbor braketbat are also neighbors
of brokerBy,. It may happen that disconnects fronB;, at the same time that; issued the deactivate
request. In this casd3;. also needs to send an activate request to its neigtiyoBue to the previously
mentioned delays, it is possible that tBal{S) are activated to support the movementsfrom By,
and then deactivated based on the request issueff;by To address this race condition, we have
integrated the broker ID with the propagated subscripsiptd indicate which broker has the control
to deactivate or delete the activated subscription(s). ifegyrated ID is frequently updated using the
activate request received from the most recent broker #ivaed the moving subscriber. Looking at
the previous scenaridz; would not be allowed to deactivate tBeil{S) since B, gained control of the
Sul(S) just after performing the activate request. This keepsSSthgS) in a consistent/appropriate state
and eliminates the overhead of the reactive method.

Similarly, race conditions may occur whérhands off to brokei3;,. In this case, brokeB; needs to
issue a delete request to remove $w(S) from its neighbor broker®; (that are currently not broker’s
By, neighbors) once it is informed b, about the subscriber’s handoff. It may happen that one oemor
of those brokers become brokef, neighbors just after notifying3;. B, does not need to propagate
a copy of theSul{S) to the new added neighbors as it has previous knowledgeughrthe exchanged
neighbor information) that there are previously propagatgpies of the sam®ul{S) at those neighbors.
Thus, if S disconnects from its current brok&y, and an activate request is sentBy to its neighbors,
we may experience concurrent requests senBpynd B; (activate and delete requests). The broker
ID can again help to control such a situation. When the atetivequest is performed, brok&y, gains
control over thesul{S) and thus the delete request is ignored. Note that in casestivate request could
not find theSul(S), By, will be notified and asked to deliv€&ontex{S) prior to S arrival.

Finally, race conditions may occur in thi@subscribestate. IfS hands off to brokeB;, and just after
the old broker3; has been informedy may decide to unsubscribe from the system. Thus, the neighbo
brokers ofB; andB;, may receive concurrent requests (deactivate and delet#)isiscenario, the delete
request will fail if it gets executed before the deactivaguest as brokel; still has control over the
active subscription(s). This leads to having a number ofaimed subscriptions in the system. Note
that the deactivate request disables the control attrifmtker ID) and therefore subscription(s) can be
removed. To manage this race condition, the delete oparatoe has a special privilege to remove
subscriptions without examining the control attributehd subscriptions since the subscriber is leaving
for good. A subscriber timing out is an alternative situatighere a race condition may occur in the
unsubscribestate. Consider the scenario wh&rdisconnects from brokeB; and then hands off to
brokerBy. If B; for some reasons has not been informed about the subscridvemnent, it will send a
timeout request to the neighbors once the timeout intesvedached, deletin§ul{S). If .S disconnects



A. Gaddah and T. Kunz / Extending mobility to publish/subscsystems using a pro-active caching approact303

from B, and at the same tim&; reaches its timeout interval, we again have conflicting comnt
requests (activate and delete). This race condition carabdléd by using the control attribute (broker
ID) as discussed earlier. Note that the delete request e ribt have special privilege to ignore the
control attribute as with the previous scenario.

4.2. Neighbor graph

The effectiveness of our proposed pro-active mobility nggmaent scheme largely relies on the
successful approximation of the subscriber's movement.aHzetter chance of success, brokgrcan
approximate a set of potential brokers that are most likelpd the next-hop destination 6f This
approximation can be achieved, e.g., through observatibtitee mobility patterns of subscribers. We
hence make full use of a data structure, cafleijhbor graphwhich provides the abstractions to achieve
this goal.

A neighbor graph is basically a geometrical representadioa network (a collection of verticels
connected in neighborhood fashion). The graph containsad sdges (or mobility path$ that directly
connect every vertex (broker) to each of its neighbors. As a result, the neighbbesgiven broketB;
in the graph correspond to the set of potential next-hopdmokThe neighboring relationship among
the brokers can be representedumdirectededges if it is reflective. In other words, & travels from
brokerB; to B; or vice versa, we then connej and B; with a single undirected edge. As the mobile
subscribers in our experimental testbed are allowed teltiawa bidirectional way, we choose to use an
undirected graph to represent the mobility paths betwesbrbkers.

One way of building the neighbor graph is to allow individeabscribers to capture their own mobility
graphs and offer them to the brokers upon their connectiBuaiding the graph in such a way has several
drawbacks. Mobile subscribers presumably use portableeewith limited capability (in terms of
CPU and memory) to interact with the distributed brokersmthbackbone network. Hence, the task of
capturing the mobility graph by subscribers adds addititozal on these devices; potentially degrading
their performance, especially in a large-scale networkre/ttee size of the global neighbor graph is large.
Each mobile subscriber needs to repeatedly submit its bigdagh upon its connection to the target
broker. This may result in consuming a considerable amobandwidth and potentially congesting
the wireless channel, particularly with a large subscrip@pulation. To approximate mobility in a
neighborhood fashion, brokers need to acquire knowleddye about the local view of the complete
graph (i.e., its subset of neighbor brokers). As a resuttydoding the global view to the target brokers
is indeed inadequate as it may include a number of non-nergtrokers, hence adding irrelevant load
on the system. Every broker also needs to separately ddal(eui., store, search, and update) the
graphs of individual subscribers, which may complicateiantkase the overhead of processing the pro-
active approach. In addition, building subscriber-specifighbor graphs will prevent subscribers to
benefit from common movement patterns, which get reinfoasedifferent subscribers migrate between
specific brokers. Thus, we choose to allow individual breKgrpically running on machines with high
capabilities) to automatically build the neighbor grapétttaptures the local view of their neighbors.

The neighbor graph can be constructed either in a static emgie., manually created once and
never changes over time) or in a dynamic manner (i.e., autcally generated and adaptively changes
according to the mobility pattern). A static neighbor graplproblematic as it fails to adapt itself to
the dynamic changes in the mobility pattern and/or brokpolimgy. The neighbor graph also can be
maintained either in a centralized manner (i.e., a singlecsatores the entire graph) or in a distributed
manner (i.e., each broker stores a local view of the entaplgr A centralized neighbor graph raises
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Fig. 2. The construction of the neighboring relation.

scalability and performance concerns as the network grotvss, we opted for a dynamic and distributed
manner when generating the neighbor graph.

Several techniques [30,50] were proposed in the literatmreuild the neighbor graph, which are
largely based on neighborhood search in the proximity spdoethis paper, we adopt a different
methodology for constructing the neighbor graph, whichestels mainly on capturing the movement of
mobile subscribers. Figure 2 illustrates how the adopteithoawlogy works. Algorithm 2 summarizes
the scenarios of the adopted methodology for constructiagneighboring relationship at each broker.

Algorithm 2: Construction of the Neighboring Relation — executed at each broker

Case a: Receive a reconnection request

1: subscriber S reconnects to B; AND
submits the address of B;

2: IF an edge e={B;, Bj} is not in Neighbor (B;) THEN

B; adds e in Neighbor (B;)

ENDIF

3: B; attaches a timestamp T to e OR
updates an existing T

Case b: Receive a context transfer request
1: B; requests B; to transfer the Context (S) AND
encloses its address with the request
2: IF an edge e={B;, B;} is not in Neighbor (B;) THEN
B; adds e in Neighbor (B;)
ENDIF
3: B; attaches a timestamp T to e OR
updates an existing T
Case c: Edge-removal request
IF a timestamp T > a given time Y THEN

remove an edge e from the neighborhood table
ENDIF

* Y > the average frequency interval of edge-addition operations (cases
a and b) at all broker nodes.

Two complementary methods can be used by each broker tdiedflgdearn the edges in the neighbor
graph. Thefirst method is to attach the address of the old brakewith the reconnection request sent
by the mobile subscribes to the new broke;, hence building the neighboring relationship between
the two brokers. Theecondmethod is to use the request for context transfer receivad the new
broker B; to establish the relationship. This request is usuallygaigd whenever th€ontex(S) is not
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found at that broker. It is worth mentioning that somelier edges (i.e., the ones that do not correctly
model the neighboring relation) may be added to the neididmat table. The table may also hold some
unuseckdges that are created through rarely used paths. The imfohet outlier and unused edges on
the performance of our pro-active approach can be signtfaaato the additional overhead required to
cacheContex(S) over time. It is thus essential to remove such edges fromridyeh table over time. To
this end, we use a timestamp-based Least Recently Used (kiRthod to ensure the correctness and
freshness of the graph. It should be apparent from that ig¢iser that the autonomous creation of the
graph makes it self-adaptive to dynamism in the neighbaetagion (e.g., adding and deleting brokers,
changing network topology, changing user behavior, eftagph broker independently builds and locally
stores a subgraph of the complete graph of all brokers.

As the neighbor graph is initially an empty graph, the m#éjoof handoffs, based on our creation
algorithm, cause edge-addition during the early age of thphy thereby reducing its benefit in our
pro-active approach. Also, a mobile subscriber perforntigfirst handoff along a path not in the graph
may miss its messages, as the graph fails to provide infawmabout the potential next brokers. To
avoid this, the first mobile subscriber to cross over a pallr@geive its context imeactivemanner. This
will be gradually changed to the pro-active manner as thegdge added to the graph.

5. Performance evaluation

In this section, we describe our experimental environmadtgerformance results for our pro-active
scheme with various workload conditions. We compare oup@sed scheme with two major existing
schemesreactiveanddurable subscription-based

5.1. Experimental environment

The selected pub/sub system for our experimental studysischan a recent middleware technology
called Java Message Service (JMS) [31]. JMS is a serviestai API specification introduced by Sun
to provide a standard platform for Java applications toteresend, and receive messages. Detailed
descriptions of the JMS features can be found in [31,36]. Meneled the selected JIMS-based pub/sub
system with the core functionalities of the pro-active agactive schemes, the implementation details
are more fully described in [17]. The durable subscriptimsed scheme is a built-in feature of all
JMS-based pub/sub systems.

5.1.1. Testbed

Our testbed consisted of a dedicated networteafintel based Pentium 4 machines running RedHat
9, inter-connected by a 100 Mbps switch. Six machines weeel isr running six instances of the
JMS broker with default configuration values. This work ddess the distribution of these brokers in
a simple in-building scenario as shown in Fig. 3 (left-sid€pe dotted lines represent a potential path
of motion and the square boxes show the placement of broldgsoFigure 3 (right-side) shows the
complete experimental network. A router machine was usedufaning a wireless network emulator
NistNet [38], with all the communication between the sulizems and the brokers tunneled through this
router. All the configuration parameters for NistNet, lik&cget delay, packet loss, packet duplication,
and network bandwidth, were set to the most commonly usegtgakported for IEEE 802.11 wireless
LAN networks [19,51]. One machine was used for running alsimgessage publishd?1 to inject
messages in the broker network. The remaining two machisiesafd S2) were used for running
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Fig. 4. Subscriber mobility model.

multiple subscribers. Subscribers that share the sameinganlm in separate threads and establish
independent connections. Each subscriber subscribesingla broker to receive approximately 20%
of the published messages.

5.1.2. Mobility model

We developed a Java program to emulate subscriber mobHich subscriber goes through three
mobility states.connec(S,), disconnec(S,), andhandoff(S;), as shown in Fig. 4. Initially, a subscriber
enters to stat&, to receive its messages from a uniformly chosen broker. Thsaiber remains in
So for a randomly generated, exponentially distributed tinih\& mean ofl 3 seconds. With an equal
probability (Py; = Py2), the subscriber either moves to stéteor S,. S; reflects the case of signal
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Table 1

Workload parameters
Workload parameters Input values Default values
Number of subscribers 10, 50, 100, 150, and 200 200
Sleep time 0,0.5,1, 1.5, and 2 seconds 0 seconds
Network bandwidth 1Mbps and 11Mbps 11 Mbps
Queue size 1, 2, 3, and 4 Mbytes 1 Mbytes
Mean disconnect intervaly) 12 and 24 seconds 12 seconds
Mean connect intervall(s) 60 and 150 seconds 60 seconds
Mean handoff intervalT,.) 1.5 and 3 seconds 3 seconds

breakdowns due to poor network connectivity. The subscrimains inS; for a randomly generated,
exponentially distributed time with a mean’6f seconds. With an equal probability’o = Pi2), the
subscriber either moves back.$g and reconnects to the same broker or goe$,toS, represents the
case when a subscriber moves out of the covered area of it®psebroker. After staying irb, for a
randomly generated, exponentially distributed time withean ofl,, seconds, the subscriber moves to
So and reconnects to a different broker.

We applied two mobility modelsandom-base@ndneighboring-basefil,12,18,24,33,43] to gauge
how the three mobility management schemes react to diffdoems of subscriber mobility. In the
random-based model, there are no dependencies or any e#itéction modeled. The subscribers
randomly move to any new target brokers deployed in an opegrgehical area. The target brokers are
selected independently and uniformly, for every handaférdhe set of all six brokers. The subscribers
pause at the selected brokers for randomly chosen time amrdsume their movements. In the
neighboring-based model, the area in which the subscrdrersllowed to move is restricted due to
obstructions. In other words, the subscribers can only niov@®dme specific set of other locations
from any given location, i.e., there are only a certain nuntigaths leaving each location. Thus, the
subscribers in this model move to new neighbor brokers dvangoff independently and uniformly over
a specific set of neighbor brokers. Similarly, the subscsilpause at the selected neighbors for their
randomly chosen time and then resume their movements.

5.1.3. Test conditions

Each experiment was run for a duration that was long enougbaoh a steady state and repeated
several times for verification purposes. Each broker macivas fully dedicated to run a single instance
of the JMS broker. The CPU and memory usage of the broker meshvere kept below 75% in any
saturated modes (maximum publication rate and/or largecsilder population) to prevent performance
bottlenecks. The publisher and subscriber machines nmaghat be bottlenecks, either, we ensured that
their CPU and memory utilizations similarly stayed belowa3Ne used the Linux toolsar’ to monitor
the CPU and memory utilizations for each measurement rupicestinations and message stores are
purged and reinitiated to start each test with a clean slateck synchronization of the publisher and
subscriber machines is required to calculate the end-ddagancy of message delivery and was done
using NTP.

The reported results were captured from the measuremendb&tined under different workloads, as
summarized in Table 1. Unless otherwise stated, expersweaite conducted using the default values
listed in Table 1. The following metrics were used to evadusie performance of the three mobility
management schemes:

— Subscriber throughpyfls): total number of messages received per second.
— Broker throughpu(Th): total number of messages routed per second to subscribers
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Fig. 5. Overhead of mobility support schemes.

— Message loséL): percentage of missed messages by subscribers.

— Message duplicatiofD): percentage of duplicated messages received by subscribe

— End-to-end latenc{E): average time (in seconds) that it takes a message to framethe publisher
to the subscriber.

— Handoff latencyH): time (in seconds) between sending the reconnect regnéseaeiving the first
message of the subscriber at its new broker.

— Message processing tinii!): average time (in milliseconds) that it takes a broker teffinessages
and to route them to interested subscribers.

5.2. Performance results for random mobility model

We first present the performance results and comparisonseopro-active, reactive, and durable
subscription-based approaches in terms of overall suiesctinroughput, end-to-end latency, handoff
latency, message loss, and duplication. All the resultsgred are averages over 5 runs. For validity
purposes, we plot the 95% confidence interval on top of eatehmtant. The results were obtained using
the random-based mobility model and default input valusgtedi in Table 1. The random-based model
presents the worse-case scenario for our pro-active agiprderd to predict mobility can result in the
maximal protocol overhead. Due to space limitation onlymeeentative set of the results are presented
here. Interested readers are referred to [17] for moreldetai

5.2.1. Overhead of mobility support

Figure 5 shows how the three schemes compare in terms ofoesldt latency £) and subscriber
throughput Ts) with the increase of subscriber population from 10 to 20@nithe graph, we note that
thereactivelatency is by far the highest. A large portion of this laterecgue to the overhead imposed
by the state transfer semantic adopted by this scheme. @tlmirhandoffs, several messages may travel
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along multiple brokers as the state transfer protocol caoaizh up with the moving subscribers. We
observed that the message overhead accounts for 37%—42% tufthl consumed messages (i.e., the
percentage of messages consumed via state transfer gyototto 200 subscribers. Thpro-active
latency is much lower than threactiveas thepro-activescheme has almost no message overhead. In the
pro-activescheme, messages are always available at the neighbordgeotetcan be routed directly to
the subscribers upon their reconnections. A small messagb®ad is imposed by this scheme to prevent
message loss that may occur due to the latency of subscrigtitivation request. Thaurable-based
scheme shows the lowest latency as it has no state transdenead. However, it shows the lowest
throughput results due to constantly caching messageslaplatrokers. Thero-activescheme also
shows the highest throughput, as it caches messages omdama almost has no message overhead.

5.2.2. Handoff latency

Figure 6 shows the cumulative distribution of the handaffgi From the figure, we can note that the
reactivescheme’s latency is by far the highest among the three, Wwitbst 60% of the handoffs taking
more than 1.2 seconds. In contrast, almost 60% of the hantifé less than 0.35 and 0.05 seconds
with the pro-activeanddurable-basedchemes, respectively. The observed results confirm teaeth
two schemes can provide fast handoffs since the subscriméext is (almost) always ready at its new
target broker prior to a subscriber's movement.

5.2.3. Frequency of handoffs

Figure 7 shows the performance results of the three scheitiekow and high frequency of handoffs.
We used a mean connect time intervak) of 60 and 150 seconds in the low and high frequency of
handoffs, respectively. From the figures, we observe theabtierall throughputs of thgro-activeand
durable-basedchemes slightly increase with the low handoff frequendys s due to a reduced caching
overhead in the two schemes. This can be clearly observée isignificant reduction of their message
loss and duplication. Surprisingly, the overall throughgiithe reactivescheme has not improved in the
low frequency handoff scenario shown in Fig. 7(a), nor lremiéssage loss ratio. In the high frequency
handoff scenario, mobile subscribers connect with eackdnrimr a short period. They may reconnect
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Fig. 7. Overall performance at a given handoff frequency.

back to their old brokers before the completion of their tvacstate transfer. This leads to transferring
a small number of messages between the old and new brokescbuts quite often due to the high
frequency of handoffs. In the scenarios with low handoffjérency, most mobile subscribers complete
their state transfer before migrating to new locations. Asslt, the full cost of the state transfer is
incurred in such scenarios. For this reason, the througigoodins almost similar in the high and low
frequency handoff scenarios. However, the low frequeneylbff scenario shows higher message loss
as the overhead of message transfer is high, with more mesd@garded by the brokers.
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5.3. Comparing random and neighboring mobility patterns

Next we evaluate and compare the performance ofptieeactiveapproach in the random (RND)
and neighboring (NBR) mobility patterns in terms of messpgecessing time X/) and individual
broker throughput®b). Figure 8 shows the results of the selected metrics in thdam (RND) and
neighboring (NBR) mobility patterns: the left y-axis pratebroker throughpuflb) and the right y-axis
shows message processing timé)( The x-axis category corresponds to the set of brokerepted in
Fig. 3, describing the physical layout.

We observe that thero-active approach shows lower message processing times under the NBR
mobility pattern with all brokers. This is a good indicatditioe overhead reduction due to limiting the
mobility prediction to the (true) neighbor brokers. Thisutts in reducing the number of immediate
neighbors of each broker and therefore improves the pedoncm of thepro-active approach. For
example, brokeB5 shows the lowest message processing time among all therbrbkeause it has
only one neighbor brokeB3. In the RND pattern, brokeB5 shows higher processing time, as it
has 5 neighbor brokers and needs to buffer messages for sacmaected subscriber at one of these
neighbors. We can also observe that braB&rexperiences much lower throughput results in the NBR
pattern. Since brokeB5 has only one neighbor broker, the number of subscribersngsbroker B5
is much less than in the case of the random pattern. Therdfiarker B5 routes fewer messages to the
overall subscribers. In contrast, broké?*8 and B6 have the largest number of neighbors (4 neighbors
each) among all the brokers and show the highest througbgults. These brokers are visited by a large
number of subscribers due to the NBR mobility pattern, thasymrmessages are routed through these
brokers (traffic hotspots).

The remaining section presents and compares the perfoeranihie three mobility management
schemes using the RND and NBR mobility patterns and the Hefsut values listed in Table 1.
Three different performance metrics are used to evaluaéémnavior of the three approaches: the
overall subscriber throughputg), message losd.), and message duplicatio®@]. We used different
subscriber populations (10, 100, and 200) to investiga@tierall performance of the three approaches
under different workload conditions. Tables 2 through 4 siarize the respective results.
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Table 2
Subscriber throughputMsgs/Serin the RND and NBR mobility patterns
Durable-based Reactive Pro-active
Subscribers  RND NBR RND NBR RND NBR
10 86.99  86.28 92.39  90.53 108.90 124.72
100 589.33 574.32 664.39 663.63 810.26 957.32
200 806.81 791.74 980.77 953.17 1172.77 1420.26
Table 3
Message los%) in the RND and NBR mobility patterns
Durable-based Reactive Pro-active
Subscribers RND NBR RND NBR RND NBR
10 478 3.3 3.65 5.14 225 1.26
100 514  4.06 892 7.03 0.86 0.72
200 456 351 9.62 9.44 0.58 0.51

As shown in Table 2, thpro-activeapproach shows superior throughput results under the RND an
NBR mobility patterns, compared to the other approacheswé@®xpected, thero-activeapproach
under the NBR mobility pattern shows a noticeable improvenire the throughput results compared
to the results achieved under the RND mobility pattern. Téibecause each broker in this pattern
has fewer neighbors compared to the scenario in the RNDrpgtieokers have probabilistically the
same, maximum number of neighbors). As a result, the ovdrfsedoscription propagation and message
caching) of thepro-activeapproach significantly decreases and hence subscribeigtipat improves.

In contrast, the throughput results of the remaining apghrea show a slight decrease with the various
subscriber populations as shown in Table 2. We suspectubhatisehavior is due to the increased load
on the central brokers (brokers that have a large number wfeidiate neighbors) that may become
performance bottlenecks. In tipeo-activeapproach, we found the overhead on the central brokers has
not increased and is always less than the overhead undeNbDeRttern, as shown in Fig. 8.

Table 3 shows that thero-activedurable-basepandreactiveapproaches demonstrate a slightly lower
percentage of message loss under the NBR mobility pattenis i$ due to the fact that some brokers’
buffers (central brokers) are heavily utilized, but notesth Under the RND pattern, all the brokers’
buffers experience almost similar (and high) buffer usitisn. An interesting observation is that the
percentage of message loss ofpine-activeapproach decreases gradually with the increase of subscrib
population under both mobility patterns. With larger pa@tigns, the probability of having similar
interest among the subscribers increases. This leads gmidicant reduction in the caching overhead
of the pro-activeapproach as one copy of each message can be stored for mawyiseis. Therefore,
message loss decreases with the increase of subscribdapopuThedurable-base@dpproach shows
an approximately similar percentage of message loss wéhirttrease in the subscriber population.
Although thedurable-baseapproach benefits from the similarity of interest, its caghbverhead is
almost constant with different population sizes. This catbributed to the continuous caching process
adopted by this approach. In contrast, thactiveapproach does not benefit from the similarity of
interest as it does not reduce the overhead of state trar3teing the handoffs, state transfer has to
be performed individually for every moving subscriber amate its overhead increases proportionally
with the subscriber population. Accordingly, message iosgeases with the increase of the overhead
imposed by subscriber population.

Table 4 shows that the message duplication slightly deesaaisder the NBR mobility pattern for the
durable-base@ndreactiveapproaches. The pro-active approach shows zero messdgatap under
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Table 4
Message duplicatior®) in the RND and NBR mobility patterns
Durable-based Reactive Pro-active
Subscribers RND  NBR RND NBR RND NBR
10 11.35 12.10 0.80 1.52 0.0 0.0
100 12.01 11.68 1.70 0.85 0.0 0.0
200 17.05 16.97 213 1.90 0.0 0.0

both mobility patterns as it keeps track of the last consumesksage by each subscriber and only buffers
messages with higher ID than the last consumed message. &irimy the results presented in these
three tables, we can conclude that the NBR mobility modetawgs the performance of thpeo-active
approach in terms of overall throughput, message loss, aplitdtion. The two remaining approaches
have not shown a significant difference in their performamsailts when using either the RND or the
NBR mobility pattern.

6. Analytical approach for performance extrapolation

In this section, we present a modeling approach that candzbtasextrapolate the performance of our
proposed pro-active scheme in a near-size environmenetinst of broker network and/or subscriber
population) to our experimental testbed. The general amprdor performance extrapolation is as
follows: most performance metrics are a function of the nentdf active subscribers at each broker.
Thus, we first describe how to analytically derive the expéctumber of subscribers for a given broker
topology, overall subscriber population, and mobility rabdWe then use a curve-fitting approach to
relate the expected number of subscribers with a perforenamatric of interest: per-broker throughput.
The approach can be generalized to other performance sefioc/alidate our approach, the fitted curve
derived from our experiments (using the random mobility elp@ used to approximate the results in
the neighboring mobility model.

Here we use continuous-time Markov chains (CTMC) to modélsstiber mobility in the broker
network topology presented in Fig. 3. This is due to the faat ive have a discrete state space of
brokers (i.e., countable state space-{1,...,H}) and thesojourntimes (holding time in one state
before moving to another) are exponentially distributedthie following two subsections, we describe
in detail how CTMC is used for modeling the random and neigimigomobility of a mobile subscriber.

6.1. Modeling random mobility

In the random mobility model, a mobile subscriber has thedoen to randomly and uniformly move
to one of N brokers available in the system. Thus, the state sfamfethis model can be defined by
connecttates (brokers), a singtendoff and a singlelisconnecstate. Hence$ = {1,---, H}, where
H = N + 2. The transition states of the random model can then be pexséy anH-state Markov
chain, as shown in Fig. 9.

In Fig. 9, state§1} and{2} represent the handoff and disconnect states, respectiMetyrest of the
stateq3, - - -, H } correspond to the connect states. The arrows in the figuietdlep subscriber mobility
between different states while the parameter§ and s represent the transition (departure) rates from
statg1}, {2}, and{3,---, H}, respectively. Based on the state diagram in Fig. 9, theegatd these
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@ Handoff State @ Disconnect State @ Connect States

Fig. 9. State transition diagram for the random mobility rlod

parameters can be determined as follows: Lgfls, and7j; be the mean sojourn time at stft¢, {2},
and{3,---, H}, respectively. Thus,

o= NlTa D)
1

iaCEr @

6= % 3)

The constant values\, N+1, and 2) shown in the denominators of the previous threetemsaeflect
the number of possible destination states from the curtate.s

The M-matrix (also known as infinitesimal generator matrix) of paceS according to the state
transition diagram shown in Fig. 9 is described as follows:

[ —Na

[l el el o)

K
K
=}
o
|
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Letm;,i = 1,---, H, be the stationary state probability that the mobile subeciis in statei. Ac-
cordingly, theH-element row vectorr = [my 7 w3 --- wp| represents thé/ stationary state
probabilities that satisfy the matrix equation shown in @&g.and their summation is equal to one, i.e.,

H
E T, = 1.
i=1

oM =0 (4)
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As the mobile subscriber moves to one of the connect states3,---, H without any specific
preferences and its mobility follows a symmetrical behawnterms of arrival and departure, the
stationary state probabilities,i = 3,---, H are all equal. We denote the state probability of being in
any connect state b¥. Thus, we havé® = 73 = m4 = - - - = 7y, resulting in

H
Z?TZ‘ZTH—I-T(Q—FNP:I (5)
=1

By solving matrix Eq. (4), we obtain the state probabilities and s, of the handoff and disconnect
states, respectively.

_ (N+2)5
Wl—mp (6)
NB

T2 = mp (7)

Substitutingr; andms into Eq. (4), we obtain the state probabilify, of being in any of the connect
states, i = 3, - - -, H as follows:

(N +1)as ]

P = | NBa+ (N +2)36 + N(N + 1)as

(8)

The expected numbé¥ [z;] of subscribers at any connect state = 3, - - -, H, follows thebinomial
distribution, since the presence of each subscriber &t Bernoulliexperiment with probability of
successr; and probability of failurg1 — 7;). Let K be the total number of subscribers in the system.
Thus, the expected number of subscribers at any conneetsiat 3, -- -, H, is given by

Pr{z subscribers are at staf=(7;)* (1 — m;)* <I§> = pr(1-p)f—= (5) This leads to

(N+1)ad
NpBa + (N +2)85 + N(N + Das

3|

= E[t)=KP=K

9)

i

Similarly, we can obtain the expected number of subscriaenandoff statg 1}, 77, and disconnect
state{2}, m3. Hence, we have

- - B (N +2)36
1—E[$1]_Km_K<Nﬁa+(N+2)55+N(N+1)O‘5> 4o

B Nfa

nz=E[w2]:K772:K<Nﬁa+(N+2)65+N(N+1)Oé5> o

6.2. Modeling neighboring mobility

In the neighboring mobility model, a mobile subscribernfriis current state, can only move to one of
its neighbor states, where the selected neighbor is chasdlomly and uniformly. The restriction on the
possible brokers the subscriber can move to, from its ctilmerker, is modeled by multiple disconnect
and handoff states, a pair for each broker. Thus, the statesjof the neighboring model is defined by
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Connect States = {1,**,6}

Disconnect States = {7,**+,12}

a4 ag

Handoff States = {13,*,1

Fig. 10. State transition diagram for neighboring mobititgdel.

S ={1,---,18}, six connect state§l, - - -, 6}, six disconnect statel, - - -, 12}, and six handoff states
{13,---,18}. The transition states of the neighboring mobility modei eacordingly be presented by
the 18-state Markov chain, as shown in Fig. 10.

The arrows in the figure depict the subscriber mobility betdifferent states while the parameters
0,6, anda;,i = 13, -- -, 18 correspond to the transition (departure) rates from th@eot) disconnect,
and handoff states, respectively. Based on the transitaie diagram shown in Fig. 10 and the mean
sojourn time at each state, we can determine the values phtiaenetersy, J, andx;) as follows:

1
b= (12)
1
1
@ = o (14)

In the above three equations, the mean sojourn time at amectrdisconnect, and handoff states is
denoted byl's, T5, andT,, respectively. The number of possible states from any attrovedisconnect
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states is denoted by the constant 2 while the number of nesiilple neighbor states from any handoff
statei, i = 13, - - -, 18 is denoted by;.

We next determine th&/-matrix of the state space As the cardinality of5' is 18, theM -matrix has
18 x 18 entries that denote the transition rates based on the stagtion diagram shown in Fig. 10.
Thus, theM -matrix of the neighboring model is given by

—230 0 0O 0 O B8 0 0 0 0 0 g8 0 0 0 0 0 7
0-230 0 0 0 0 8 0 0 0 0 0 B8 0 0 0 0
0 0-260 0 0 0 0 8 0 0 0 0 0o 0 0 0
0 0 0-230 0 0 0 0 B8 0 0 0 0 0o B8 0 0
0 0 0 0-280 00 0 0 B8 0 O 0 0 0 B 0
0 0 0 0 0-220 000 0 B8 0 0 0 0o 0 8
6 0 0 O O O0-200 0 0 0 O 0 0 0 0 0 0
0O 6 0 0O O O 0-200 0 0 O 0 ) 0 0 0 0
M= 0O 0 6 0 0O 0O O O0-200 0 O 0 0 1) 0 0 0
0o 0 0 6 0 0 0O O O0-=-200 0 0 0 0 1) 0 0
0O 0 0 0 6 0 0O O O O0-=200 0 0 0 0 1) 0
0O 0 0 0 06 0O O O O O0-=20 0 0 0 0 0 1)
0 ;3 0 0 O a3 0O 0O O O O O —2a093 O 0 0 0 0
14 0 14 0 0 14 0 0 0 0 0 0 0 —30[14 0 0 0 0
0 15 0 a15 (15 (15 0 0 0 0 0 0 0 0 —40&15 0 0 0
0 0 a6 0 0 az¢ O O O O O O 0 0 0 —2a16 0 0
0 0 yy O O O O O O O O O 0 0 0 0 —ay7 O

L ¥18 (v18 (18 (X18 0 0 0 0 0 0 0 0 0 0 0 0 0 —40&18_

Letm;, i = 1,---,18, be the stationary state probability that the mobile subscis in state. Thus,
the 18-elementrow vectar=[r; m w3 --- m1g) represents the 18 stationary state probabilities

18
that satisfy the matrix equation in Eq. (4), and their sumomais equal to one, i.e)_ m; = 1. Note

thatm;,i =1,---,6, m,i = 7,---,12, andr;,i = 13,---, 18 are the state probabillitiés of the connect,
disconnect, and handoff states, respectively. These gtabmbilities can be obtained by solving the
matrix equation indicated in Eqg. (4). Now we can readily a&dte the expected number of subscribers,
E [z;], at any staté, i = 1,---, 18 in a similar way to that described in Section 6.1. [E&be the total
number of subscribers in the system. Hence, the expectetarunh subscribers at any states given

by

Pr{x subscribers are at statp=(m;)" (1 — m;)* " (f) . This leads to
n; = E[z;] = Km; (15)
6.3. Curve-fitting
A curve-fitting approach is used to relate the average nurobeubscribers at a broker with a
performance metric of interest (here per-broker througjhyming a single function generated from some

observed data. Therefore, the generated function can lietassumerically extrapolate near-future
outcomes. There are several curve fit forms we could chosetsduild a function that gives the “best”



318 A. Gaddah and T. Kunz / Extending mobility to publish/subgcsystems using a pro-active caching approach

400
y =0.0019x> - 0.2256x° + 12.362x + 1.7111
350 + R?=0.9198 . i

300 A
250
200 -

150 ~

Throughputs (Ts)

100 ~

50

0 10 20 30 40 50 60
Number of Subscribers

Fig. 11. Polynomial fit.

fit (i.e., the curve with minimum error between the generatage and data points, usually referred to as
least-square errdr In this paper, we have chosen thelynomialcurve-fitting approach since it shows
the best fit, among the other generic forms we have tried, doiobserved data. Using Excel, we fit a
3rd degree polynomial curve. Note that the observed dathfosgenerating the curve is collected from
the experiments of our general mobility model (random mpdels also collected from all the brokers
used in our experimental setup. Figure 11 depicts the getepalynomial fitting-curve.

From this figure, we obtain the following polynomial equatithat can be used to extrapolate the
throughput of individual brokers as a function of the expdatumber of subscribers x.

y = (0.0019)%- (0.2256)% + (12.362)x + 1.7111 (16)

The value ofR? = 0.9198, depicted in the graph, is an indicator from 0 to 1 tea¢als how closely
the estimated values for the fitting-curve correspond tobserved data. A fitting-curve is more reliable
when itsR? (known asR-squaredr the coefficient of determination) value is at or near 1.

6.4. Comparative study

Next we apply our analytical approach to derive the appraxéa per-broker throughput results in
therandomandneighboringmobility models, and compare them to our experimental tesWe first
determine the expected numtiefx) of subscribers at each broker in both models using CTMC. \&fe th
derive the approximated throughput results via Eq. (16efxh individual broker. For all the results
reported next, we used the default values shown in Table T#or;, andT,. These values correspond
to the used values in our experimental setup. Unless oteerstated, the total number of subscribérs
in the system was set to 200 and the total number of braKengs set to 6. Thus, the size of the state
spaceS'is H = N + 2 = 8 in the random model and 18 in the neighboring model.

Random Model ResultdJsing the default mean sojourn times indicated in Table & can identify
the departure rate from each state. From Egs (1), (2) and€3jet

a=1/18, 6 =1/84, and 8 =1/120
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Fig. 12. Per-broker throughput results in the random mighitiodel.

We now describe the numerical solution for the set of Eqs (B)) and (11) using the obtained
departure rate§y, §, and3). We first use Eq. (11) to obtain the state probability of bémgpnnect state
P, which is equal for all connect states as discussed ealilteus, we have® = 0.147679. Similarly,
we can use Eqgs (9) and (10) to obtain the state probabilitginfghin the handoff and disconnect states,
respectively. Hence, we havg = 0.025316 andm, = 0.088608. We verify that the obtained state
probabilities satisfy Eq. (5), i.e.,

8
> m=m +m+ NP =0.025316 + 0.088608 + (6)0.147679 = 1.
=1

For a validity check of our analytical model, we have comgdhe analytical and experimental results
in terms of the expected number of subscribers at each brbBkerto space limitations, these results are
not shown here but were very close. Further details can bedfou[17].

We next describe the numerical results obtained from thdaenmodel presented in Section 6.1.
Based on Eq. (9), the expected number of subscribers/bfokartotal subscriber population of 200 is
obtained byn; = 200 x 0.147679 = 29.5358. The expected throughput of each broker is computed by
substitutingn; into Eqg. (16). Thus, the per-broker throughput is given by-y218.983 msgs/sec. We
plot y (the expected throughput result) along with the experiaghtoughput results for the random
model in Fig. 12. The lines across the data bars in the nexefigepresent the upper and lower bound
of a 95% confidence interval for throughput results.

Comparing the 95% confidence interval for both sets of resulé note that the confidence intervals
of the experimental results overlap all the corresponditgrvals of the analytical results. This indicates
that the differences between the analytical and experimhezgults are not statistically significant. From
Fig. 12, we also note that the analytical results show radbthigher results compared to the experimental
results. This can be attributed to the fact that each brokehawe a large number giroxysubscribers
that buffer messages on behalf of the moving subscribersa fesult, the throughput of individual
brokers (especially ones executing on machines with loasthkare configurations such 88 andB4)
can be noticeably affected due to the overhead imposed kyrttxg subscribers. Our analytical model
can be refined in the future to take the number of proxy sulbscgiat each broker into consideration.
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Table 5
State probabilities and E(x) of subscribers

State probabilities Expected number of subscribers

w1 = 0.1099 n E(x1) =200x 0.1099= 21.98
7o = 0.1648 n E(xz2) =200 x 0.1648= 32.96
w3 = 0.2198 . E(x3) =200 x 0.2198= 43.96
74 = 0.1099 ﬁ4 = E(z4) =200 x 0.1099= 21.98
75 = 0.0549 s = E(z5) = 200 x 0.0549= 10.98
=0.2198 n E(x6) =200 x 0.2198= 43.96
mpg = 0.1209 ﬁDH —E(acD ) =200x 0.1209= 24.18
357 4 Analytical Results F1 Experimental Results
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Fig. 13. Per-broker throughput results in the neighborirdpitity model.

Neighboring Model ResultsSimilarly, we use the default mean sojourn times to deteenthe
departure rate from each state. From Eqgs (12), (13) and\iAget

B=1/120, 6 =1/24, and ai3_1s = {1/6,1/9,1/12,1/6,1/3,1/12}

We now describe the numerical solution for the matrix equashown in Eq. (4) using the obtained
departure ratess, ¢, andays_,15). To solve Eq. (4), we plug in the rate values shown above in the
18 x 18 M-matrix presented earlier and then find the solution for B. Solving Eq. (4), we obtain
the state probability for the different states, and thenetigected number of subscribers can be found
by multiplying each state probability by the total numbeisabscriberd<. Table 5 presents the state
probabilities of the connect states: = 1, - - -, 6 and the total state probability of disconnect and handoff
states along with the expected number of subscribers faahsiobscriber population of 200. Based on
the obtained:;, the expected per-broker throughput results can be detednising Eq. (16). Figure 13
depicts a plot of the expected throughput results along thighcorresponding experimental results
obtained using the neighboring model.

From Fig. 13, we note that the analytical and experimentallte are close for most brokers. We
also observe that the analytical results show relativebeladhroughput results with the central brokers,
brokers with a large number of neighbof$3and B6), compared to the experimental results. Generally,
the central brokers will be visited by a larger number of stibgrs than other brokers, and from the
curve shown in Fig. 11, we note that there is a greater variatcross the experimental data points with
the increase in the average number of subscribers. This malyebreason why brokei83 and B6,
which serve the highest average number of subscribersyierpe the largest deviation between the
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analytical and experimental results. Another reason caatthibuted to the fact that central brokess
and B6 have a larger number of proxy subscribers that buffer messag behalf of the actual moving
subscribers. Thus, the actual subscribers can consumenessages during their connect intervals,
resulting in higher throughputs.

7. Conclusions and future work

In this paper, we proposed a novel and efficiprd-activemobility management scheme to extend
current pub/sub systems to operate in mobile wirelessngstti The proposed scheme pro-actively
transfers subscriber context to the neighbor brokers poids movement to a new broker. The scheme
depends largely on the use of a data structure, cakgghbor graphwhich dynamically captures the
setof next potential brokers where the subscriber context lshiogl transferred. The neighbor graph is
automatically built and regularly updated to eliminate dhutlier neighbors. We have comprehensively
evaluated the performance of our proposed scheme throggete experiments, comparing it to the
durable subscription-based and reactive schemes. Ouriegrgal results demonstrate that the pro-
active approach is superior to the alternative solutiorik véspect to a number of performance metrics
such as message loss, message duplication and systemhpubudrhough its handoff and end-to-
end latency may be slightly higher than the durable subonifbase scheme, the pro-active scheme
outperforms both alternatives in overall performance. Ié/tfie performance advantages hold true for
both mobility models, more predictable user movementsr{dsa neighboring mobility model) result
in even better performance for our proposed scheme. Wewd&olur work by introducing a modeling
approach to extrapolate the performance of our proposedgiize approach in a near-size environment
(in terms of broker network and/or subscriber populatiomur experimental testbed.

A number of directions for future work exist. In our currenddel, we allow subscribers to choose
which broker to attach to. From a system perspective, it meapreferable to let the pub/sub system
make this decision, to balance the load between brokers.ré@so currently not supporting publisher
mobility. Finally, the efficiency of our proposed approashvery dependent on accurately predicting
subscriber mobility. In an ideal situation, we would be atdenarrow down the potential next-hop
neighbors for each subscriber to a small set of target bsokdéewer proposals for handover prediction
in cellular networks, such as [5,15,33] may therefore ptewirays on further improving the performance
of the proposed pro-active mobility management approach.
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