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Scheduling is considered as an important topic in production management and combinatorial optimization in which it ubiquitously
exists in most of the real-world applications. The attempts of finding optimal or near optimal solutions for the job shop scheduling
problems are deemed important, because they are characterized as highly complex and NP-hard problems. This paper describes
the development of a hybrid genetic algorithm for solving the nonpreemptive job shop scheduling problems with the objective of
minimizing makespan. In order to solve the presented problem more effectively, an operation-based representation was used to
enable the construction of feasible schedules. In addition, a new knowledge-based operator was designed based on the problem’s
characteristics in order to use machines’ idle times to improve the solution quality, and it was developed in the context of function
evaluation. A machine based precedence preserving order-based crossover was proposed to generate the offspring. Furthermore,
a simulated annealing based neighborhood search technique was used to improve the local exploitation ability of the algorithm
and to increase its population diversity. In order to prove the efficiency and effectiveness of the proposed algorithm, numerous
benchmarked instances were collected from the Operations Research Library. Computational results of the proposed hybrid genetic

algorithm demonstrate its effectiveness.

1. Introduction

Scheduling is one of the most important topics that ubiq-
uitously exist in many real-world applications. Scheduling
is assigning a set of tasks on resources to be performed
during a time period, considering the time, capability, and
capacity constraints [1]. The main focus is to improve the
production efficiency and utilization of resources in order to
maximize profit. In manufacturing, many of the scheduling
problems are considered to be exceedingly complex in which
they are difficult to be solved with exact methods and
conventional algorithms. Scheduling problems have been the
research interest of many researchers and a great deal of
research efforts can be found in different fields of engineering
and science, such as operations research, computer science,
industrial engineering, mathematics, and management sci-
ence since 1950.

The job shop scheduling problems (JSSPs) are well-
known, important, and complex problems in production
management and combinatorial optimization fields which
are characterized as NP-hard. Complexity of JSSPs can be
calculated by (n!)" in terms of all possible schedules, in which
their complexity is exceedingly increasing as the problem size
gets bigger. Garey et al. [2] and Ullman [3] have proved that
the JSSPs are amongst the NP-hard problems; thus they can-
not be solved with polynomial-time algorithms (unless P =
NP). The JSSPs have tended to be treated with conventional
techniques and exact methods, such as Lagrangian relaxation,
branch and bound, heuristic rules, shifting bottleneck (e.g.,
Carlier and Pinson [4], Adams et al. [5], Vancheeswaran and
Townsend [6], Brucker et al. [7], and Lageweg et al. [8]),
since job shop instances have been presented by Fisher and
Thompson [9]. Exact methods like branch and bound could
guarantee global optima; however, computational time could



be significantly increased with growing problem size. Over
the preceding decade, many different methodologies have
been inspired from nature, biology, and physical processing.
These techniques have been successfully applied on numer-
ous optimization problems, especially the JSSPs. Among
these metaheuristics are genetic algorithm [10, 11], ant colony
optimization [12], imperialist competitive algorithm [13, 14],
tabu search [15], simulated annealing (SA) [16, 17], particle
swarm optimization [18], and immune system [19]. Jain and
Meeran [20] and Calis and Bulkan [21] have performed
comprehensive reviews on JSSP techniques which can be
referred to for more detail.

Genetic algorithm (GA) as a powerful search technique
imitates the biological evolution and natural selection pro-
cess. GA was first proposed by Holland [22] and further
developed by David Goldberg. This metaheuristic approach
is widely employed to find optimal or near optimal solutions
for different optimization problems in comparison to other
algorithms. GA was first applied on JSSPs by Davis [23] and
since then many GA-based algorithms have been presented
for solving JSSPs. Croce et al. [11] presented a GA for solving
JSSPs with an encoding scheme that was based on preference
rules. Yamada and Nakano [24] proposed a GA with a
new representation scheme that was based on operation
completion time and its crossover was able to generate active
schedules. Lee et al. [25] presented a GA with an operation-
based representation and a precedence preserving order-
based crossover for the JSSPs. Sun et al. [26] developed a
modified GA with a clonal selection and a life span strategy
for the JSSPs, and the developed algorithm was able to find 21
best known solutions out of 23 benchmarked instances. GA is
a powerful search technique in which its global search ability
is conspicuous from the literature; however, this metaheuris-
tic algorithm suffers in terms of premature convergence and
local search ability.

Hybridization strategy is mainly employed to overcome
the drawbacks of GA in terms of local search ability and
premature convergence in order to make the algorithm more
efficient and powerful. Wang and Zheng [27] proposed a
hybrid optimization strategy that was a combination of GA
and local search. In this approach, local search algorithm
decreased the probability of GA from getting trapped in local
optima and this hybrid framework relaxed the parameter
dependency of both algorithms. Zhou et al. [28] developed
a hybrid heuristic-GA for solving the JSSPs with an adaptive
mutation operator for preventing premature convergence. In
this framework, GA was applied on the first operations of
the machines, and heuristics were used to determine the
remaining operations in the restricted solution space. In addi-
tion, a neighborhood search technique was applied to further
improve the solution quality obtained from the hybrid
heuristic-GA. Ombuki and Ventresca [29] presented a dead
lock free local search GA with an operation-based represen-
tation and UOX crossover that was able to generate feasible
solutions. In this algorithm, GA was employed to perform
global search and a local search operator was applied for local
exploitation. They have also developed another genetic-based
hybrid algorithm with tabu search, and based on computa-
tional results, the hybrid GA with tabu search outperformed
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the local search GA. Gongalves et al. [30] developed a hybrid
GA for the JSSPs by combining GA, schedule builder, and a
local search operator. In this algorithm, schedule builder was
applied to generate schedules using a priority rule, and GA
was used to determine priorities. Then, alocal search operator
further improved the solution quality. Lin and Yugeng [31]
developed a hybrid algorithm with a new representation
scheme called random keys encoding. In this algorithm, GA
was used to obtain an optimal schedule, and then a neigh-
borhood search was introduced to perform local exploitation
and increase the solution quality obtained from GA. Zhou et
al. [32] proposed a hybrid GA to minimize weighted tardiness
in job shop scheduling. In this algorithm, GA and a heuristic
were employed for obtaining optimal solutions, in which
GA was applied for determining the first operations and the
heuristic was used for assigning the remaining operations.
Results showed that the hybrid framework performed better
than GA and heuristic alone. Asadzadeh and Zamanifar [33]
proposed a GA that was implemented in parallel using agents,
and agents were also used to create initial populations. Zhang
and Wu [17] introduced a hybrid-SA immune system algo-
rithm for minimizing the total weighted tardiness of job shop
scheduling. Yusof et al. [34] developed a hybrid micro-GA
that was implemented in parallel for the JSSPs. This algorithm
was a combination of asynchronous colony GA that con-
sisted of colonies with a small number of populations and
autonomous immigration GA with subpopulations.

In this paper, an effective hybrid GA is presented for solv-
ing the nonpreemptive JSSPs. In order to solve the presented
problem more effectively, an operation-based representation
is used. In addition, a new knowledge-based operator is
designed and adopted within the context of function evalua-
tion. This knowledge-based operator imitates the JSSP’s char-
acteristics in order to use the machines’ idle times in assigning
the operations to the machines. In the reproduction phase
of GA, a machine based precedence preserving order-based
crossover and two types of mutation operators are developed
in order to produce the offspring and mutants. Moreover, SA
is employed to increase the solution quality of the schedules
obtained from GA and to increase the population diversity
in GA to some extent. Having highlighted the important fea-
tures of the proposed algorithm, it is developed to minimize
the makespan of schedules. Finally, computational results of
benchmarked problems are used to prove the efficiency of
the proposed algorithm.

The rest of this paper is organized as follows. In Section 2,
the problem formulation of the JSSP is presented. The
proposed hybrid GA is discussed in Section 3. Computational
results of benchmarked instances are presented in Section 4,
which is followed by a discussion. Finally, conclusions and
future work are provided in Section 5.

2. Problem Formulation

The JSSP is a general form of classical scheduling prob-
lems which can be defined as follows: given n jobs N =
{ji>j2»--->jut and each job consists of s operations S =
{0j1,0j,...,0;,} that must be processed on m machines
in a given technological sequence. The notation O; ; denotes



Journal of Optimization

the sth operation of job j with a known processing time, P; ,
which has to be processed on one of the machines M =
{M,, M,,M,,...,M,}. In this environment, each machine
can process at most one operation at a time, and an operation
of a given job cannot be processed on two machines at the
same time. Once operation O]-’s starts to be processed on one
of the predetermined machines, it must be completed without
any preemption. In addition, a job cannot visit the same
machine twice, and there are no precedence requirements for
different operations of the jobs. It is also assumed that the
machines are continuously available, and the traveling times

of operations are negligible. Unlike flow shop scheduling,
in JSSPs, each job has its unique predetermined route. The
sequencing of all operations on all machines is scheduled to
minimize C,,,, that is, the maximum completion time of the
jobs (max {C}, Cy,...,C ).

The mathematical model of a JSSP with the objective of
minimizing makespan is given in (1)-(9) [35, 36]. In this
model, B is assumed as a big number, ¢;; denotes the start
time of operation O, Sm;; is the start time of machine i
in the priority of /, and h; ; ; is assigned 1 if operation O, is
executed on machine i and 0 otherwise:

min Z:max{Cl,Cz,...,Cj} j=12,...,n (1)

Sttt +P<tjy J=L2..oms=12,..,8-1 ()
Sy + P X i <Smyy  i=L2my j=12,.m =12, -1 s=1,2,...,5 (3)
Smy <t +(1-X,;)B i=L2..om j=12. . .m =12 0 s=12. .5 (4)
Xi’j)s)lghi’j)s i=1,2,...,m j=12,...,m [=12,...,[; s=1,2,...,5; (5)
;ZX"’]"S”ﬂ i=1,2,...,m [=1,2,...,1 ©)
Z;XU)SJ:l J=12.,m s=1,2,...,5, )
i
tis20 j=12,...,m s=12,...,5; (8)
Xijs €101} i=12....m j=12,...,m I=12,....1; s=12,...,s; 9)

In this model, constraint (2) is concerned with the opera-
tions’ sequences in which they should follow a specified order.
Constraint (3) prevents machines overlapping and enforces
each machine to process not more than one operation at the
same time. Constraint (4) prevents operations overlapping,
so that an operation is assigned to a specified idle machine in
a condition such that its previous operation is executed and
finished. In addition, for each of the operations, a machine
is determined in constraint (5). In constraint (6), operations
are assigned to the machines and they are sequenced on the
machines. Constraint (7) limits the number of operations to
be performed on one machine according to the machine’s
priority.

3. The Proposed Hybrid Genetic Algorithm

The proposed hybrid algorithm is a combination of two
algorithms, namely, GA and SA. The advantages of both
algorithms are employed in the proposed framework in order
to find the optimum solutions for the JSSPs. In Figure 1, a
flowchart of the proposed hybrid genetic algorithm (HGA)
is presented. It starts with the initialization of the population
at random. The created population is evaluated based on
the fitness function, and a new knowledge-based operator

is applied in this step to improve the solution quality of the
individuals. In addition, this knowledge-based operator is
merged with the function evaluation phase, and it works with
machines’ idle times. This operator is presented in Section 3.2.
In the reproduction phase, a selection operator is applied to
select the parents for the mating pool, and then a crossover
operator is performed to produce the offspring. In addition,
a mutation operator is carried out on randomly selected
individuals to create the mutants. The created offspring and
mutants are evaluated, and then termination conditions are
considered in order to guide the algorithm to be on the right
path. The termination conditions are described in Section 3.7.

In a situation when the algorithm continues through ter-
mination condition 2, that is, termination of GA’s generations,
SA will be started with the best individual of GA. In SA, a
neighborhood search structure is employed with three differ-
ent operators, namely, swapping, insertion, and reversion as
a proposal mechanism. In addition, beta percent of accepted
solutions are kept in a pool of individuals as each cooling
condition of SA is reached. The SA algorithm is presented
in depth in Section 3.6. In this phase of the algorithm, three
conditions are set, either to stop the algorithm or to continue
with new parameters. If the latest condition or condition
4, that is, termination of SA’s outer loop, is reached the SA
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FIGURE 1: Flowchart of the proposed hybrid genetic algorithm.

parameters are reset and new parameters of GA are applied.
Moreover, zeta percent of unique individuals are migrated to
GA from the migration pool of SA.

3.1. Encoding and Decoding. In any algorithm, the first and
the most important step is to find appropriate encoding and
decoding procedures in order to represent the problem. In
this paper, an operation-based representation is adopted to
represent the permutation of operations of different jobs
[34, 37]. Based on this representation approach, the schedule
could be constructed if the technological constraints are
satisfied. In this approach, a chromosome consists of 1 x m
genes in which each of the genes represents the sequence
of the operations that should be executed on the machines.
Each of the operations is denoted with a positive integer
value that is starting from 1 to n. The number of occurrences
for each of the integer values is equal to the number of
operations. In other words, the kth occurrence of an integer
value in the chromosome represents the kth operation of the
job with respect to the technological sequences. Consider a
JSSP that is given in Table 1. In this table, operation routing,
machine, and processing time of a small problem with 4 jobs
and 3 machines are tabulated. Suppose a randomly generated

TABLE 1: An example of a job shop problem with 4 jobs and 3
machines.

Job Processing time, machine number

Ji L1 3,2 2,3
Ja 8,2 5,1 10,3
Js 51 4,3 8,2
Ja 4,3 10,1 6,2

chromosomeisgivenas{3 2 4 1 312 3 2 4 1 4}.In
this chromosome, each job consists of three operations, and
due to this reason each job occurs three times within the
length of the chromosome. For instance, the sixth and ninth
genes of this chromosome represent the second operation
of job one and third operation of job two, respectively.
In addition, each chromosome is composed of additional
information such as machine number, processing time, start
time, and finish time that are attached to the chromosome.
In order to decode the chromosome and construct the
schedule, we start from the most left to the most right
of the chromosome; that is, the first gene in the left side
of the chromosome should be scheduled first, followed by
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FIGURE 2: The schedule of 4 x 3 job shop scheduling problem.

the second gene, until the last gene of the chromosome. Based
on Table 1, the first machine should process O, O,,, O3, Oy,
the second machine should process Oy,, O,;, Os;, O3, and
the last machine should process O, 5, O,3, Os,, Oy, . According
to the chromosome {3 2 4 1 3 12 3 2 4 1 4} and
considering the process constraints to be met, the operation
sequences of the jobs to be performed on machines 1, 2, and
3 are as follows. These sequences for the first, second, and
third machines are [O;;, 0,045,041, [0,1,03, 053, 043],
and [O,;,05,,0,3,0;5], respectively. According to these
sequences, the first operation of each machine should be
scheduled by considering the process and time constraints.
Therefore, operations O;;, O,;, and O,; must be sched-
uled on machines 1, 2, and 3 at the permissible time
one after another, respectively. Then, the second operations
[O11,0,,, O5,], third operations [O,,, 053, 0,5], and fourth
operations [O,,, O3, O3] of each machine must be scheduled
by considering the process and time constraints. In addition,
each set of them must be scheduled separately one after
another on machines 1, 2, and 3, respectively, at the permis-
sible time. The procedures that are applied in this encoding
and decoding can guarantee feasible schedules. In Figure 2,
the schedule of the considered chromosome is shown.

3.2. Fitness Function and the Knowledge-Based Operator.
The fitness function in an optimization problem usually
determines the probability of a solution that can be passed
to the next generation. In other words, the solution quality is
determined by applying this operator and the chromosomes
with higher quality will have a higher chance of surviving;
however, the less fitted chromosomes must be discarded from
the population. In the JSSPs, many different performance
evaluators exist for defining the fitness function. In this
research, we use makespan or C_ ., as the fitness function in
order to evaluate each of the chromosomes.

In this algorithm and in the context of the fitness function,
a new knowledge-based operator is designed based on the
problem characteristics. This operator is designed based on
the machines’ idle times that exist in the job shop environ-
ments. In addition, this knowledge-based operator is applied
during the function evaluation phase in order to decrease
the computational time of the algorithm and to cover all

the chromosomes that need to be evaluated. To design this
operator more efficiently, the following steps are applied.

Step 1. 'The idle points of each machine must be found. Then,
for each of these idle points, the idle start time, idle finish
time, and length of idle time must be calculated.

Step 2. Based on the position of the idle point on the machine
sequence list, a candidate operation is chosen from the right
side of the machine sequence list in order to be shifted to the
idle position by considering the duration of idle time and the
processing time of the candidate operation.

Step 3. If the length of idle time is bigger than or equal to
the processing time of the candidate operation, it will be
accepted conditionally. Otherwise, it will be rejected.

Step 4. If the candidate operation is rejected for transfer,
the operator goes back to the second step and chooses the
subsequent operation.

Step 5. For the conditionally accepted candidate operation,
all of the processing constraints must be considered in order
to reject the shift or accept it. For instance, the previous
operation of the candidate operation must be completed.

Step 6. If all of the constraints are satisfied, the candidate
operation will be transferred to its new position. Otherwise,
the candidate operation will remain in its own position.

Step 7. For each of the machines, Steps 2-6 should be contin-
ued until the last operation on the machine sequence list.

Consider the 4 jobs 3 machines job shop problem that
is given in Table 1. Suppose the chromosome is given as
32413123241 4}, in which its schedule is
depicted in Figure 2. The new knowledge-based operator
with the mentioned procedures, 1 to 7, is applied to the third
machine of this chromosome as follows. In the third machine,
there are two idle points in which the first one starts at 4 and
finishes at 5, and the second one starts at 9 and finishes at 13.
Based on the machine sequence list [O,;, Os,, 0,3, 053] and
Figure 2, the candidate operations for the first and second
idle points can be [Os,, 0,3, O3] and [O,3, O3], respectively.
Consider the candidate operations for the first idle point with
the duration of 1 minute, the processing time for any of the
given candidate operations [O;, = 4,0,; = 10,0,; = 2] is
more than 1 minute. Therefore, the first idle point will remain
untouched. However, the candidate operations for the second
idle point with the processing time of [O,; = 10,0,; = 2]
and its idle duration of 4 minutes lead to a possibility of a
shift. The second candidate operation in the list, O3, has a
processing time less than the length of the second idle point.
Then, for this operation, the fifth step (i.e., considering all of
the constraints) must be executed in order to have a feasible
schedule. It is clear that if operation O,; is transferred to
the second idle position, none of the constraints is violated.
Therefore, operation O, is transferred to its new position and
the finish time of the third machine is decreased to 23 minutes
as depicted in Figure 3.
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FIGURE 3: The schedule of a 4 x 3 job shop scheduling problem after
applying the new knowledge-based operator on machine 3.

3.3. Selection Operator. A good selection technique can
increase GA’s performance in terms of reaching faster to the
optimal solutions. In this paper, the Roulette Wheel selection
technique which is the most commonly used operator is
employed for the selection of parents [34]. In addition, the
elitism approach is applied in this selection technique in order
to retain the fittest chromosomes for the next generation and
to prevent the solution from getting worse from one genera-
tion to another. In the Roulette Wheel selection, we used the
Boltzmann Probability P(x) = exp(—ﬁ' x f(x)/f "(x) to
calculate the probability of each chromosome. In this equa-
tion, P(x) is the probability of each chromosome, 8’ is the
selection pressure, f(x) is the fitness of each individual, and
f '(x) is the fitness of the worst individual in the generation. It
should be noted that we added f’(x) to the original equation
of Boltzmann Probability in order to make the selection
pressure independent of the problem scale. In addition, the
normalized probability of each selected individual is given as
P(X) porm = P(x)] Y o2PP P(x).

x=1

3.4. Crossover. In GA, crossover is the most important
operator in comparison to other operators and, in fact, it
is the backbone of the algorithm. The crossover operator is
performed by combining the information of the first and
second parents and the produced offspring with the features
of both parents can be either better or worse than their par-
ents. In addition, the main goal of this operator is to produce
better and feasible offspring from the parental information.
In this paper, a machine based precedence preserving order-
based crossover (POX) is proposed for generating the feasible
offspring [25]. The following detailed steps are taken in order
to implement the POX operator.

Step 1. First, two individuals are selected as parents (P, P,)
by applying the Roulette Wheel selection.

Step 2. Then, two sets of subjobs are selected and called sj,
and sj,. One of the subjobs is selected from the bottleneck
machines and the other one is selected randomly amongst the
n remaining jobs.

Step 3. In this step, the elements of the first subjob (sj,) are
copied from the first parent (P)) to the exact positions in
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Subjob 2 (sj,) = [3, 4]

FIGURE 4: The procedures of a POX crossover in generating the
offspring.

the first child (O, ), and the same goes for the second subjob;
that is, the elements of the second subjob (sj,) are copied

from the second parent (P,) to the exact alleles in the second
child (O,).

Step 4. All of the alleles in the first subjob (sj,) are deleted
in the second parent (P,), and the same goes for the second
subjob; that is, all of the alleles in the second subjob (sj,) are
deleted in the first parent (P,).

Step 5. The remaining alleles in the first and second parents
(P, P,) are transferred to the second and first offspring
(0,,0,) from the most left to the most right, respectively.

The procedures that are used in implementing the pro-
posed POX operator lead to the feasible solutions in which
it does not need a repairing mechanism. Figure 4 shows
the procedures of producing offspring from the parental
information by applying the POX operator on a 4 x 3 JSSP.

3.5. Mutation. In the reproduction phase, mutation is the
second way of exploring the solution space. Mutation oper-
ator can prevent the algorithm from being trapped in the
local optima, and it makes the algorithm faster in achieving
better solutions. In addition, it could make perturbation in
the chromosome in order to increase the population diversity.
In this algorithm, two types of mutation operators, namely,
swapping and insertion, are employed. Not only can these
mutation operators increase the diversity of the population,
but the insertion operator could carry out intensive search. It
should be noted that one of these mutation operators should
be selected randomly in order to create an offspring, and they
are described as follows.

(1) Swapping operator: To apply the swapping operator,
first, two random numbers are generated which are
the positions of two alleles in the chromosome (e.g.,
R = {2,5}). Then, all of the parental information
is copied to the exact positions in the offspring,
except the randomly selected alleles which must be
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exchanged or swapped in the offspring. For instance,
consider the parent as {2, 1,1, 3,2,3} which is ran-
domly selected from the population. The offspring of
this chromosome, by applying the swapping operator,
would be {2,2,1,3,1, 3}.

(2) Insertion operator: To apply the insertion operator,
first, two random numbers are generated to be the
positions of two alleles in the chromosome (e.g.,
R = {6,4}). Then, all of the parental information
is copied to the exact positions in the offspring,
except the randomly selected alleles. The randomly
selected allele with a smaller job-value is positioned
on the left of the other random allele with a bigger
job-value. For instance, given the randomly selected
parentas {3, 1,2, 3, 1, 2}, the offspring of this chromo-
some, by applying the insertion operator, would be
{3,1,2,2,3,1}.

3.6. Simulated Annealing. The SA approach was inspired by
the physical annealing process of solid materials, and it is
characterized as a stochastic local search approach [38]. The
search operator in SA is occasionally permitted to go through
any unfavorable direction, and it enables the algorithm to
escape from the local solutions and get towards the global
solutions. In SA, this characteristic could be attained through
probabilistically accepting the worse solutions.

In the proposed HGA, SA starts with the best solution
of GA. Then, a proposal mechanism that consists of three
operators, namely, swapping, insertion, and reversion, is
applied in order to generate a new neighborhood solution (S')
based on the current solution (S). The new knowledge-based
operator is applied on the newly generated solution (S'), and
then it is evaluated based on the objective function. If the
newly evaluated neighborhood solution is equal to or better
than the current solution, the new neighborhood solution
will be accepted (f S < f(8)). Otherwise, the algorithm
will continue the search process with a solution (S’ or S) that
is decided through a probabilistic acceptance function. In
addition, acceptance of a solution is based on the individual’s
objective function value and the current temperature (T) of

the algorithm (el/®)~/ )/ ™. In each inner loop of SA, an
accepted solution is kept in a new pool of individuals. As the
inner loops of the algorithm are terminated, the initial value
of the temperature should be modified based on the annealing
schedule. In addition, beta percent of unique individuals are
kept and the remaining individuals are discarded from the
new pool of individuals in each outer loop of SA. Moreover,
with the termination of the outer loop, zeta percent of
unique individuals are kept for the migration purpose and
the remainders are discarded. It should be noted that the
migration rate must be low, and it is used to increase the
population diversity of GA to some extent.

In the proposal mechanism of SA, three operators,
namely, swapping, insertion, and reversion, are used, in
which one of them is randomly selected and applied in order
to create the neighborhood solution. Among these operators,
swapping and insertion were explained in Section 3.5, and the
reversion operator is described as follows. First, two random

positions are selected within the length of the individual
(e.g, R = {1,4}), and then the substrings between them
are inverted. For instance, given the current solution as
{2,1,3,1,2,3}, by applying the reversion operator, the new
neighborhood solution would be {1, 3,1, 2, 2, 3}.

3.7. Ending Conditions. In the proposed HGA, four different
conditions are provided in order to terminate the algorithm
entirely or partially. The first termination condition is the
achievement of the best known solution and the third termi-
nation condition is set as the maximum number of genera-
tions in the main loop of HGA. If the algorithm reaches
either the first or third condition, the whole algorithm will be
terminated at once. The second and fourth partial conditions
are defined as the maximum number of generations in GA
and the maximum number of outer loops in SA, respectively.

4. Computational Experiments and Discussion

4.1. Basic Data. The main aim of this section is to evaluate the
performance and validate the efficiency of the proposed HGA
based on the well-studied job shop instances. For this reason,
two classes of the job shop instances were used in which the
first class was presented by Lawrence [39], LA01 to LA40, and
the second class was introduced by Fisher and Thompson [9],
FT06 and FT20. Different dimensions of instances in terms
of jobs and machines were used, including 6 x 6, 10 x 5, 15 x
5,20 x 5, 10 x 10, 15 x 10, 20 x 10, 30 x 10, and 15 x 15
which were collected from the Operations Research Library.
In addition, some of the reported algorithms in the literature
(16, 19, 27, 29-31, 33, 40-45] were used in order to compare
with the proposed HGA.

4.2. Computational Results. To develop the proposed HGA,
MATLAB R2010a was used, and the algorithm was run on
a computer which was functioning with Windows XP, Intel®
Core™ Duo CPU T2450 at 2 GHz, and 2.49 GB of RAM. Each
of the benchmarked instances was tested 10 times indepen-
dently with the following tuned parameters: population size
Ny, = 200, crossover probability on a population P, =
0.5, mutation probability on a population P, = 0.8, initial
temperature of SA, T, = 30, cooling rate of temperature in
SA, a = 0.9, keeping rate of individuals 8 = 0.05, migration
rate of individuals { = 0.002, and updated value of P, =
0.9. In addition, the selection pressure of the Roulette Wheel
operator is set at ' = 7 for all benchmarked instances.

The computational experiments of the 42 well-studied
job shop instances with the above tuned parameters and
10 replications per each benchmarked instance have been
carried out, and the results are depicted in Table 2. Table 2
consists of the instance name, dimension of the problem
(jobs x machines), best known solution (BKS), and results of
our proposed HGA which consist of four columns including
the best solution of the replications, relative deviation (RD),
and average solution and worst solution of the algorithm in 10
runs. These are the most important indexes in the comparison
process of the algorithm in order to check its effectiveness
and consistency. The remaining columns of Table 2 are
the obtained results of the compared algorithms, including
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TaBLE 3: Comparison of the results.
Reference CA NBPS NBKSO ARD (%) Improvement in the proposed HGA
CA Proposed HGA CA Proposed HGA (%)
Rakkiannan and Palanisamy [16] HGAPSA 11 2 6 0.7 0.7 0
Asadzadeh and Zamanifar [33] PGA 34 14 26 34 0.2 32
Luh and Chueh [40] MMIA 18 16 17 0.32 0.02 0.3
Yang et al. [41] MA 22 20 20 0.04 0.03 0.01
Hasan et al. [42] HGA 14 1 14 0.49 0.00 0.49
Lin and Yugeng [31] HGA 42 26 29 0.65 0.35 0.3
Gongalves et al. [30] Param 42 30 29 0.41 0.35 0.06
Ombuki and Ventresca [29] LSGA 27 3 14 5.41 0.54 4.87
HGA 27 6 14 4.07 0.54 3.53
Coello et al. [19] AIS 23 12 14 1.61 0.44 1.17
Binato et al. [43] Grasp 42 23 29 1.8 0.35 1.45
Wang and Zheng [27] HGA 9 7 6 0.38 0.28 0.1
Sabuncuoglu and Bayiz [44] BS 40 16 27 423 0.36 3.87
Nuijten and Aarts [45] RCS 42 30 29 0.63 0.35 0.28

NBPS: number of benchmarked problems solved.
NBKSO: number of best known solutions obtained.
ARD: average relative deviation in percentage.

CA: compared algorithms.

HGAPSA, PGA, MMIA, MA, HGA, HGA, Param, LSGA,
HGA, AIS, Grasp, HGA, BS, and RCS, which were presented
by Rakkiannan and Palanisamy [16], Asadzadeh and Zaman-
ifar [33], Luh and Chueh [40], Yang et al. [41], Hasan et al.
[42], Lin and Yugeng [31], Gongalves et al. [30], Ombuki
and Ventresca [29], Coello et al. [19], Binato et al. [43],
Wang and Zheng [27], Sabuncuoglu and Bayiz [44], and
Nuijten and Aarts [45], respectively. In order to calculate
the relative deviation for each of the benchmarked instances,
the formula RD = 100 x (BFM — BKS)/BKS was used. In
this formula, BFM is the best found makespan and BKS is
the best known solution. In addition, the average execution
times of 10 replications for the biggest benchmarked instances
LA31 to LA35 were recorded as 152.2, 252.1, 143.6, 373.8, and
248.4 seconds, respectively. The average execution times for
the other smaller benchmarked instances were shorter than
these. Overall, it can be said that the computational time of
our proposed HGA was reasonable.

4.3. Discussion. It is obvious that our proposed HGA was
able to find optimal or near optimal solutions for the
benchmarked problems. Table 2 presents that our HGA has
obtained the best known solutions for 69.05 percent of the
instances; that is, 29 out of 42 instances have reached the best
known solutions. In the small sized benchmarked instances
such as LAO1 to LAI5, FT06, and FT20, most of the reported
algorithms and the proposed HGA were able to achieve the
best known solutions. However, in the bigger sized bench-
marked instances, LA16-LA40, the proposed algorithm was
able to achieve equal or better solutions in comparison to
most of the reported algorithms. Moreover, the results of the
proposed HGA which were obtained without applying the
new knowledge-based operator on the big sized instances

(LA36-LA40) were 1300, 1428, 1232, 1251, and 1242, respec-
tively. It is clear that the obtained results using the new
knowledge-based operator in the proposed HGA are better in
comparison to those without the knowledge-based operator.
This implies that the new knowledge-based operator can
increase the solution quality of the proposed HGA.

Table 3 lists the compared algorithms (CA), number
of benchmarked problems solved (NBPS), number of best
known solutions obtained (NBKSO), and average relative
deviation (ARD) for the compared algorithms and the pro-
posed HGA. In addition, the last column shows the improve-
ment made in our HGA with respect to the other algorithms,
in which it is the subtraction between the average relative
deviation of the compared algorithms and the proposed
HGA. Based on Table 3, the average relative deviation of the
proposed HGA is only 0.35 percent for the 42 well-studied job
shop instances (average deviation of the best found solutions
by the proposed HGA from the best known solutions). It
is clear that the proposed HGA has made a considerable
improvement in the solution quality of the benchmarked
instances in comparison to those of the other algorithms.
For illustration purposes, the optimum schedule of LA22 and
near optimal schedule of LA40 that were obtained by the
proposed HGA are presented in Figures 5 and 6, respectively.

5. Conclusions

This paper has proposed a hybrid genetic algorithm that is
a combination of GA and SA for solving the nonpreemptive
JSSPs in order to minimize the makespan of schedules. In the
proposed algorithm, GA was applied for global exploration
among the chromosomes of a population, and SA was used
to carry out local exploitation around the individuals. An
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FIGURE 6: The near optimal schedule of LA40 obtained by our HGA.

operation-based representation was used for the solution
encoding of the algorithm. In addition, a new knowledge-
based operator based on the problem characteristics was
designed, and it was able to increase the solution quality
of the schedules. To produce the offspring and mutants, a
machine based precedence preserving order-based crossover
and two types of mutation operators, namely, swapping and
insertion, were used in order to increase the population
diversity and intensify the search. Moreover, the SA approach
with its neighborhood search ability was applied to further
improve the solution quality which was obtained from GA.
The proposed HGA was tested on some of the well-studied
benchmarked instances which were collected from the Oper-
ations Research Library, and the results were compared with
other algorithms. Computational results show that generally
the proposed algorithm has an average relative deviation less

than those of the compared algorithms, and this proves the
effectiveness and efficiency of the proposed approach.

For future work, we suggest taking into account greenness
issue in scheduling problems as it is a new frontier that is
being extended in the manufacturing areas. In addition, new
developed algorithms like imperialist competitive algorithm
can be implemented in the proposed framework with the
suggested knowledge-based operator to see its performance.
Moreover, one could consider developing new operators to
further increase the population diversity of the algorithm
and even developing an operator to measure the population
diversity.
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