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The feature fusion from separate source is the current technical difficulties of cross-corpus speech emotion recognition.Thepurpose
of this paper is to, based on Deep Belief Nets (DBN) in Deep Learning, use the emotional information hiding in speech spectrum
diagram (spectrogram) as image features and then implement feature fusion with the traditional emotion features. First, based on
the spectrogram analysis by STB/Itti model, the new spectrogram features are extracted from the color, the brightness, and the
orientation, respectively; then using two alternative DBN models they fuse the traditional and the spectrogram features, which
increase the scale of the feature subset and the characterization ability of emotion. Through the experiment on ABC database and
Chinese corpora, the new feature subset compared with traditional speech emotion features, the recognition result on cross-corpus,
distinctly advances by 8.8%. The method proposed provides a new idea for feature fusion of emotion recognition.

1. Introduction

In recent years, more attention is paid to the study of emotion
recognition. Speech, as one of the most important ways of
communication in human daily life, contains rich emotional
information. Speech emotion recognition (SER), because
of its wide application significance and research value in
intelligence and naturalness of human-computer interaction
aspects [1], getsmore andmore attention from the researchers
in recent years. Emotion recognition system performance
determines the quality of information feedback and the
efficiency of human-computer interaction, while overall per-
formance of SER depends on the matching degree between
features and classifiers [2]. Although the earlier temporal
features may not be suitable for the current corpus structures
[3], the emotional information contained on the time domain
still has good representation ability to be reserved. In order to
research SER on the broader technology level, extending the
database source and searching suitable fusion model for big
emotional information data have become new focuses [3, 4].

Feature layer fusion is the integration of data after pre-
processing and feature extraction, so many related researches

[5, 6] are applied to this area. Through specific means such
as fusion, the scale of feature sources is enhanced and the
data sets are expanded. Further, some effective data analysis
techniques are introduced and applied, such as Neural Net-
work and Deep Learning. Common feature fusions are often
used for single source data samples. Because the emotional
properties of different features are various, the cross-corpus
recognition effects of current fusionmethods are not satisfac-
tory. The development of Deep Learning technology brings a
new orientation to SER. Using appropriate algorithm to train
the deep neural networkmodel,more valuable features can be
derived from the vast amounts of original databaseswhich are
multiple sources [7]. Accordingly, Deep Belief Nets (DBN)
model, which is a commonly used model in Deep Learning
area [8], is introduced in our work. Through Restricted
BoltzmannMachine (RBM) [9], DBN could constantly adjust
the connection weight, which can realize effective fusion
of features. Previous cross-corpus studies are dependent on
traditional suprasegmental acoustic global features, which
are often used in emotion recognition technology [10].
Since the emotional features have great significance to SER,
exploring new features to promote the development of SER
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has an irreplaceable role in the cross-corpus research. Thus,
this article introduces a new emotional feature category
based on visual attention mechanism. The new feature space
includes three kinds of image vectors: color, brightness, and
orientation. Features extracted from spectrogramconnect the
time domain and frequency domain, so they have important
significance for cross-corpus SER research. The new direc-
tion of the research which uses the spectrogram emotional
features [4, 5] has advantages for its overall information. The
integrated features with traditional acoustic traits could com-
bine the global and temporal features, which supplement the
original feature space.

This paper mainly studies the feature fusion method
based on DBN which fuse spectrogram features and acoustic
global features for SER. In Section 2, by selective attention
mechanism, the features with time-frequency domain cor-
relation traits are extracted while the emotion recognition
abilities are analyzed. Then in Section 3, based on the DBN
fusion method on feature level, an alternative DBN (so-
called DBN21) feature fusion layer model is proposed for
the extraction of spectrogram feature fusion. After that, the
approximate optimal feature subset is obtained for overcom-
ing the shortage of recognition ability differences between
adjacent frames, which often appears in the traditional feature
fusion method. Furthermore, as for the cross-corpus cases, a
modifiedDBNnetworkmodel (so-calledDBN22) is designed
for spectrogram features and acoustic features fusion. In Sec-
tion 4, proven by simulation experiments on four databases,
the features of proposed fusion method effectively improve
the performance of SER system on cross-corpus.

2. Spectrogram Feature Extraction Based on
Selective Attention

Spectrogram, namely, speech spectrum diagram, is based
on the time domain signal processing, which has the hori-
zontal axis representing time, the vertical axis representing
the frequency, and the depth of the midpoint chart color
representing the strength of the corresponding signal. Spec-
trogram is a communication between the time domain and
frequency domain, which reflects the correlation of the two
domains. Because spectrogram is the visual expression of
the time-frequency distribution of the speech energy [11],
it contains characteristic information, such as energy and
formant. In our research, based on STB/Itti model [12],
selective attention features on the orientation, color, and
brightness of spectrogram are extracted as new character-
istics for SER. Meanwhile, the dimension reduction and
optimization for the features are conducted by proposed
DBN model. And then an improved kernel learning K-
nearest neighbor algorithm based on feature line centroid
(kernel-KNNFLC) [13] classifier is carried on the experiment.
The results show that the extracted features possess more
powerful emotion recognition ability than their contrast.The
spectrogram feature extraction process in SER with selective
attention mechanism and DBN is shown in Figure 1.
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Figure 1: Spectrogram feature extraction process in SER.

2.1. Spectrogram Feature Extraction. The computation for-
mula of spectrogram is as follows:

𝐿 = |𝑌| = 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
𝑁−1∑
𝑛=0

𝑠 (𝑛) 𝜔 (𝑛) 𝑒−𝑗(2𝜋/𝑁)𝑘𝑛󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 , 𝑘 ∈ [0,𝑁] . (1)

𝑠(𝑛) represents the input signal, 𝜔(𝑛) represents the
hamming window function, and 𝑁 is the window length.
Figure 2 is the spectrogram extracted from a piece of the
speech labeled “aggressive” emotion in ABC corpus.

2.2. Gaussian Pyramid Decomposition. Based on the mecha-
nism of selective attention, the area is easy to get the attention
of people in a picture, which usually has strong difference
compared to the surrounding area [14].Multiscalemultichan-
nel filtering can be resolved by convolution operationwith the
linear Gaussian kernel. A 6×6Gaussian kernel is used in this
paper. The resulting image formula after Gaussian Pyramid
Decomposition (GPD) is as follows:

𝐼 (𝜎 + 1) = 𝐼 (𝜎)2 , 𝜎 = [0, 1, 2, 3, 4, 5, 6, 7, 8] , (2)

where 𝜎 represents the layer number and 𝐼(𝜎) is the 𝜎 layer of
the image after decomposition, in which 𝐼(0) is the original
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Figure 2: Spectrogram sample graph.

image. After the multiscale multichannel filtering, feature
extractions are conducted of each scale image in orientation,
color, and brightness, and then sequence images are formed,
respectively.

In the retinal cone photoreceptors response level, the
model is trichromatic mechanism. However, in the process of
choosingmessages for center selection in the brain, it changes
into 4 primary mechanisms. As a result, 4 primary channels
are defined in Itti model. Therefore, the antagonism of the
R-G and B-Y colors could be used to simulate the saliency
contributionwhich ismade by the colors to images. And then
the computation formula is

𝑃𝑅-𝐺 (𝜎) = (𝑟 − 𝑔)
max (𝑟, 𝑔, 𝑏) ,

𝑃𝐵-𝑌 (𝜎) = (𝑏 −min (𝑟, 𝑔))
max (𝑟, 𝑔, 𝑏) .

(3)

In formula (3) 𝑟, 𝑔, and 𝑏, respectively, represent the three
primary colors: red, green, and blue. Here are 16 GPD images
based on the extracted color features of the different scale
images.

The GPD images of brightness features are obtained after
calculating the average of the normalized 𝑟, 𝑔, and 𝑏:

𝑃𝐼 (𝜎) = (𝑟 + 𝑔 + 𝑏)3 . (4)

Here are 8 GPD images of brightness.
The 2D Gabor directional filter could be used to simulate

the directional selection mechanism of the retina [15]; there-
fore, we can use its convolution with the GPD of brightness
feature to get the GPD images of local orientation feature. It
has been proven that the angle 𝜃 ∈ (0∘, 45∘, 90∘, 135∘) can be
used to represent the orientation feature:

𝑃𝜃 (𝜎) = 󵄩󵄩󵄩󵄩𝑃𝐼 (𝜎) ∗ 𝐺0 (𝜃)󵄩󵄩󵄩󵄩 + 󵄩󵄩󵄩󵄩𝑃𝐼 (𝜎) ∗ 𝐺𝜋/2 (𝜃)󵄩󵄩󵄩󵄩 . (5)

The corresponding formula is as follows:

𝐺𝜓 (𝜃) = exp(−𝑥󸀠2 + 𝛾2𝑦󸀠22𝛿2 ) cos(2𝜋𝑥󸀠𝜆 + 𝜓) . (6)

𝛾 is the orientation rate which has a value of 1; 𝛿 and𝜆, respectively, represent the standard deviation and the
wavelength which have the value of 7/3 pixels and 7 pixels; 𝜓
is the phase and 𝜓 ∈ {0, 𝜋/2}. 32 GPD images of orientation
feature could be obtained by using a total of 8 scales and 4
directions, 2D Gabor.

2.3. Features Obtaining and Matrix Reconstruction. Relying
on the color and brightness features of GPD extracted
previously, they cannot attract the selective attention insuf-
ficiently, which also needs the difference contrast of image
characteristics. These features compared with the traditional
acoustic global features, properties, have better characteriza-
tion of different speech sample sources (language, speakers,
including noise, etc.) in which emotional information is
implied. In our research the center-surround is applied to
the computing method of calculation [16]. Experimental
results show that this center-surround method brings the
model more reliable robustness in cross-corpus SER. After
the calculation of contrastive feature vector, the gist feature
images could be obtained based on the merger strategy (local
iterative normalized).

𝐹𝑀𝑙 (𝜎𝑐, 𝜎𝑠) = 𝑁 (󵄨󵄨󵄨󵄨𝑃𝑙 (𝜎𝑐) − 𝑃𝑙 (𝜎𝑠)󵄨󵄨󵄨󵄨) , (7)

where 𝑙 ∈ {𝑅-𝐺, 𝐵-𝑌, 𝐼, 0∘, 45∘, 90∘, 135∘} represents the kinds
of gist feature images which are a total of 7, including the R-
G and B-Y 2 kinds of color features, one kind of brightness
features, and four kinds of orientation features; 𝜎𝑐 ∈ {2, 3, 4}
is the central scale of Gaussian pyramid; and 𝜎𝑠 = 𝜎𝑐+𝑑 is the
surrounding scale, among which 𝑑 = {2, 3}. 𝑁(⋅) represents
the merger strategy with local iterative normalized [17].
Finally we received 12 color-contrast, 6 brightness-contrast,
and 24 orientation-contrast feature images.The extracted gist
feature images based on the speech samples are shown in
Figure 3.

A feature image is lot into𝑚 lines and 𝑛 columns, forming
total 𝑚 ∗ 𝑛 subregions. Then each subregion is replaced
by its mean. Furthermore, the images are normalized to
a 𝑚 ∗ 𝑛 feature matrix, so that a low resolution feature
matrix of image is used to describe the whole spectrogram.
The mathematical representation of the feature matrix is as
follows:

𝐹𝐷𝑖 (𝑝, 𝑞) = 𝑚𝑛
Vℎ

(𝑝+1)V/𝑛−1∑
𝑔=𝑝V/𝑛

(𝑞+1)ℎ/𝑚−1∑
𝑓=𝑞ℎ/𝑚

𝐹𝑀𝑖 (𝑔, 𝑓) ,
𝑝 ∈ [0, 𝑛 − 1] , 𝑞 ∈ [0,𝑚 − 1] ,

(8)

among which 𝐹𝑀𝑖 is feature image and 𝐹𝐷𝑖 is corresponding
feature matrix, 𝑖 ∈ [1, 42]. Here, 𝑚 is 4 and 𝑛 is 5. ℎ
and V represent the height and width of the feature image,
respectively. And then, the characteristic matrix obtained
is reconstructed to a 1 × 𝑚𝑛 vector, in which the feature
performance on the cross-corpus SER will be validated in the
subsequent experiments.
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Figure 3: Gist feature images based on spectrogram.

3. DBN Feature Fusion Model for SER

The Deep Belief Nets model rooted in statistical mechanics,
which is described through the energy function and proba-
bility distribution function. Energy function can reflect the
stability of the system. When the system in an orderly state
and the probability distribution are intense concentrated, the
energy of the system is small. Conversely, if the system is
in disorder and the probability distribution is uniform, the
energy of system may be larger. DBN model is formed in a
multilayer stack RBM, just like constructing a building. The
RBM is accumulated in layers and is evaluated one by one
from the bottom to the top. The training of each layer is
independent while the top RBM has self-associative memory
according to the information from the lower. Eventually the
Error Back Propagation (BP) algorithm is applied to fine-tune
weight. At the top of DBN, the kernel-KNNFLC classifier is
connected for classification.

3.1. Restricted Boltzmann Machine in DBN. Boltzmann
Machine (BM) is a kind of random neural network model,
which is made up of two parts: visible and hidden layer.
Although BM has strong unsupervised-learning ability and
could learn the complex rules in the data, the training time is
tremendous long. To solve this problem, Smolensky proposed
the RBM, the structure of which is as shown in Figure 4.

The model figure reveals that it is inexistence of internal
connection between the visible layer and hidden layer of
RBM, which has the property: if the state of the hidden
units is given, activated units in visible layer are conditionally
independent, so that if the unit number of hidden and layers
visible of RBM is m and 𝑛, respectively, which state vectors
are ℎ and V, according to a given state (V, ℎ), the energy could
be defined as follows:

𝐸 (V, ℎ | 𝜃) = − 𝑛∑
𝑖=1

𝑎𝑖V𝑖 − 𝑚∑
𝑗=1

𝑏𝑗ℎ𝑗 − 𝑛∑
𝑖=1

𝑚∑
𝑗=1

V𝑖𝑊𝑖𝑗ℎ𝑗, (9)

in which 𝑎𝑖 and 𝑏𝑗 are the values of bias of visible unit𝑖 and hidden unit 𝑗, respectively, and 𝑊𝑖𝑗 represents the
connection weight of 𝑗 and 𝑖. Here 𝜃 = {𝑊𝑖𝑗, 𝑎𝑖, 𝑏𝑗} is used
as the whole parameter set in RBM. When the parameter
set is determined, the joint probability distribution of (V, ℎ)
could be obtained according to formula (10), as shown in the
following formula:

𝑃 (V, ℎ | 𝜃) = 𝑒−𝐸(V,ℎ|𝜃)𝑍 (𝜃) , 𝑍 (𝜃) = ∑
V,ℎ
𝑒−𝐸(V,ℎ|𝜃). (10)

Here 𝑍(𝜃) is called the partition function. Because, with the
unit being given by RBM, the activated states between each
hidden unit are independent, if it is in a given unit state, the
activation probability of 𝑗 and 𝑖 could be obtained as follows:

𝑃 (ℎ𝑗 = 1 | V, 𝜃) = 𝜎(𝑏𝑗 +∑
𝑖

V𝑖𝑊𝑖𝑗) ,

𝑃 (V𝑖 = 1 | ℎ, 𝜃) = 𝜎(𝑎𝑖 +∑
𝑗

ℎ𝑗𝑊𝑖𝑗) .
(11)

3.2. The Fast Learning Algorithm Based on Contrast Diver-
gence. Gibbs Sampling algorithm is based on Markov Chain
Monte Carlo (MCMC) strategy [18]. By getting a conditional
probability distribution of the weight, which can begin from
any state, the algorithm implements iteration sampling in
turn for each component. Gibbs Sampling method is used to
obtain the probability distribution, which is often necessary
to employ a lot of sampling steps. In particular within the
high-dimension data, the training efficiency of model may be
greatly influenced.Therefore,Hinton proposed a fast learning
algorithm of RMB called contrastive divergence (CD) [19].
Unlike Gibbs Sampling, this method (CD) uses the training
data to initialize and just needs 𝑘 steps (usually 𝑘 = 1) to
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gain a satisfactory approximation. At the beginning of the CD
algorithm, the visible unit state is set to a training sample,
and then formula (12) is used to calculate the unit state of the
hidden layer. After that, the probability of the 𝑖st unit hidden
values equaling 1 could be calculated according to formula
(12). Furtherly, refactoring of visible layer is obtained.

The task of training RBM is to get parameters 𝜃. The log-
arithm likelihood function is obtained through the training
set that is maximized for parameter set 𝜃, which may fit the
given training data. If the number of training samples is 𝑇,
there are

𝜃∗ = argmax
𝜃

𝐿 (𝜃) = argmax
𝜃

𝑇∑
𝑡=1

log𝑃 (V(𝑡) | 𝜃) . (12)

Then, the Stochastic Gradient Ascent method is used to find
the optimal parameters maximizing equation (12):

𝜕𝜕𝜃𝐿 (𝜃) = 𝜕𝜕𝜃
𝑇∑
𝑡=1

log∑
ℎ

𝑃 (V(𝑡), ℎ | 𝜃) = 𝜕𝜕𝜃
⋅ 𝑇∑
𝑡=1

log
∑ℎ 𝑒[−𝐸(V(𝑡) ,ℎ|𝜃)]∑V∑ℎ 𝑒[−𝐸(V(𝑡) ,ℎ|𝜃)]

= 𝑇∑
𝑡=1

(⟨ 𝜕𝜕𝜃 (−𝐸 (V(𝑡), ℎ | 𝜃))⟩𝑃(ℎ|V(𝑡) ,𝜃)
− ⟨ 𝜕𝜕𝜃 (−𝐸 (V, ℎ | 𝜃))⟩𝑃(V,ℎ|𝜃)) .

(13)

In formula (13) ⟨⋅⟩𝑃 is calculating mathematical expecta-
tion of the distribution 𝑃. The first item of the formula can
be determined by the training sample, while 𝑃(V, ℎ | 𝜃) in the
following item need to get the joint probability distribution
of visible and hidden units first. And then, for calculating
the distribution function 𝑧(𝜃), which cannot be directly
calculated, the sampling method (such as Gibbs Sampling)
is introduced to approximate the related value. When using
“data” as the tag of𝑃(ℎ | V(𝑡), 𝜃) and “model” as𝑃(V, ℎ | 𝜃), the
offset on visible and hidden units of formula (13) is 𝑎𝑖 and 𝑏𝑗,

respectively, and the connection weight is𝑊𝑖𝑗. Then a partial
derivative is available:

𝜕𝜕𝑎𝑖 [log𝑃 (V | 𝜃)] = ⟨V𝑖⟩data − ⟨V𝑖⟩model ,
𝜕𝜕𝑏𝑗 [log𝑃 (V | 𝜃)] = ⟨ℎ𝑗⟩data − ⟨ℎ𝑗⟩model ,
𝜕𝜕𝑊𝑖𝑗 [log𝑃 (V | 𝜃)] = ⟨V𝑖ℎ𝑗⟩data − ⟨V𝑖ℎ𝑗⟩model .

(14)

Based on the criteria of formula (14), the method of
Stochastic Gradient Rise is used to maximize the value of the
logarithm likelihood function on the training data.Therefore,
the updating criteria of parameters are

Δ𝑎𝑖 = 𝜀 (⟨V𝑖⟩ data − ⟨V𝑖⟩ recon) ,
Δ𝑏𝑗 = 𝜀 (⟨ℎ𝑗⟩ data − ⟨ℎ𝑗⟩ recon) ,

Δ𝑊𝑖𝑗 = 𝜀 (⟨V𝑖ℎ𝑗⟩ data − ⟨V𝑖ℎ𝑗⟩ recon) ,
(15)

in which 𝜀 is the learning rate and ⟨⋅⟩recon represents the
distribution of model defined after one step refactoring.

From the above contents, the training procedure of RBM
algorithm is divided into a few steps:

(1) Firstly, initialization of RBM is necessary. Thus,
mainly the following contents are included: sample
training set 𝑆; the number of neurons 𝑛ℎ contained in
hidden layer, the number of visible layer neurons 𝑛V;
the connection weight𝑊𝑖𝑗 of visible and hidden layer;
the unit biases 𝑎𝑖 and 𝑏𝑗 of visible and hidden layer; the
learning rate 𝜀 and the training cycle 𝐽; the number of
the algorithm steps 𝑘.

(2) Rapid sampling is carried out based on the CD-k
algorithm. Furtherly, according to the updates of each
parameter, the value of parameter set is refreshed.

(3) The sampling process is repeated in thewhole training
period, until the convergence of formula (12).

3.3. DBN21 and DBN22 Models. According to the RBM,
two kinds of DBN models, respectively, DBN21 and DBN22,
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Figure 6: DBN22 model.

are structured for SER experiments on cross-database. As
shown in Figures 5 and 6, (1) the DBN21 model is pro-
posed for separate layer feature fusions with spectrogram
features and traditional acoustic features (by the international
general extracting method mentioned in Section 4.1.3); (2)
the DBN22 model is constructed for integration of the
spectrogram and traditional acoustic features in the feature
layer. Because the speech emotion features extracted for SER
experiments are real number data, it is not appropriate to
apply the binary RBM for modeling. As a result, we chose the
Gaussian-Bernoulli RBM (GRBM) [20] to build the bottom
structure. The energy function of GRBM is

𝐸 (V, ℎ | 𝜃) = − 𝑉∑
𝑖=1

𝐻∑
𝑗=1

V𝑖𝜎𝑖𝜔𝑖𝑗ℎ𝑗 +
𝑉∑
𝑖=1

(V𝑖 − 𝑏𝑖)22𝜎𝑖2 − 𝐻∑
𝑗=1

𝑎𝑗ℎ𝑗. (16)

Formula (16) represents the Gaussian noise variance of
the visible neurons. Due to the change of the energy function,

conditional probability is also changed, which should be
amended as

𝑝 (ℎ𝑗 = 1 | V) = logistic(𝑎𝑗 + 𝑉∑
𝑖=1

𝜔𝑖𝑗 V𝑖𝜎𝑖) , (17)

𝑝 (V𝑖 = 1 | ℎ) = 𝑁(𝑏𝑖 + 𝜎𝑖 𝐻∑
𝑗=1

𝜔𝑖𝑗ℎ𝑗, 𝜎𝑖2) . (18)

As shown in Figure 6, the input visual, hidden, and
output layers are represented as blue, red, and green colorized
rounds, respectively.The restructures ofmodels show that the
DBN22 input has two representations (although in practice
DBNN21 and DBN22 have the same structure once the
feature vectors are combined). The training process of the
DBN22 network model is conducted in accordance with the
following steps.

(1) The initialization of unsupervised learning is needed
at the beginning of training. The initialization process is
step by step completed in each layer by multiple RBM in
accordance with the order of the bottom-up.

First of all, the feature vector extracted from the tradi-
tional features is considered as the visual layer of the first left
side in the RBM; the spectrogram feature vector is considered
as the visual layer of the first right side in the RBM. Then,
the CD-1 algorithm is applied to training for the weight
of each layer, denoted by 𝐿𝑊1 and 𝑅𝑊1. According to the
weights obtained and the input visible layers, the weighted
summations are conducted on all the input nodes. Then, the
hidden layers 𝐿𝐻1 and 𝑅𝐻1 could be obtained by mapping
[21].

After that, 𝐿𝐻1 and 𝑅𝐻1 are the input of visual layer in
the secondRBM.Also after CD-1 training, connectionweight𝑊2 can be obtained. Then, the hidden layer 𝐻2 is gained
according to the input visual layer and weight𝑊2.

(2)TheDeep Belief Networks are constituted.The trained
RBMs in top-bottom order are overlapped layer by layer as
shown in Figure 6.The uppermost level of RBM is in the form
of a two-way connection while the others are connected by
top-bottom.

(3) The kernel-KNNFLC classifier is added to the top of
the above for classification.

(4) The network weights are fine-tuned. Before the final
network parameters being obtained, the fine-tuning is nec-
essary by the training results and BP algorithm so that the
weights may be more accurate.

The training process of DBN21 model is similar to
DNB22, while the bottom layer RBM only has the left half of
DBN22. The data generation process of DBN is through the
top RBMwithGibbs Sampling and completed by transferring
from top to bottom. The Gibbs Sampling of the top RBM is
divided into multiple alternate processes, which makes the
sample distribution obtained balanced. Then, the data are
generated by top-bottom DBN network. This way effectively
saves feature information of cross-corpus samples, so as to
improve the robustness of the SER system. The operation of
weights adjustment is conducted after the pretraining. Then,
based on the method of Error Back Propagation, the tag data
are used to fine-tune the weights. This strategy searches the
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weight space locally in the process of running, which could
accelerate the training speed effectively.

4. Experimental Results and Analysis

4.1. Experimental Preparation

4.1.1. Settings of Experiments. In this section, the fusion
experiments are divided into three parts. First of all, DBN21
model is used to carry out layer fusion for SER across
the databases, in which features are traditional acoustic
(see Section 4.1.3). Then, the results of the experiments are
contrasted with the traditional features without DBN fusion
and this experiment group is marked as Fusion 1. DBN21
model is then used to extract spectrogram features of layer
fusion based on selective attention mechanism. Also the
results are contrasted to the features without DBN fusion,
which demonstrates the cross-corpus SER ability. This group
of experiments is marked as Fusion 2. Finally the DNB22
model is proposed to fuse the traditional and spectrogram
features. The experimental results are compared with Fusion
1 and Fusion 2. To prove that DBN22 possesses the significant
improvement of performance on features fusion for SER, this
group of experiments is marked as Fusion 3.

4.1.2. Database Settings. The selection of appropriate emo-
tional databases is also an important part of speech emotion
recognition. In our research, we chose one common speech
emotion database: ABC (Airplane behaviors Corpus) which
is recorded in German [22]. Moreover, the Deep Learning
technology is suitable for the situation with a huge number
of data sets, while the international classic databases usually
have less samples. Meanwhile, in order to verify the effect of
the fusion method proposed on Chinese speech databases,
two Chinese corpora which are widely researched in China
domestic are introduced and combined.The following are the
brief introductions of the 3 databases, respectively.

ABC is obtained on a holiday aircraft flight in the
background of prerecorded announcement played.The flight
contains 13 upcoming trip scenarios and 10 return scenarios.
Eight targeted passengers are chosen to get through the set
condition: false meals, aircraft navigation turbulence, sleep,
and conversation with the neighbors. During this process
11.5 hours of video and 431 voices with 8.4-second length
are recorded. Finally the collected segments are independent
analyzed by three professional researchers, and then the
selected samples are labeled in accordance with the “aggres-
sive,” “amused,” “excited,” “strained,” “neutral,” and “tired”
6 kinds of emotional categories.

Chinese corpora used in our SER experiments consist
of two databases which are recorded by induced and acted
speech, respectively. One of them is the Chinese Database
(CNDB) created by the Key Laboratory of Underwater
Acoustic Signal Processing of in Southeast University. It
consists of two parts: practical speech emotion database [23]
andWhisper emotion database [24].The statement materials
of practical speech emotion database are recorded by per-
formers with histrionic or broadcast experience (8 males and
8 females, aged between 20 to 30 years, without a recent cold,

standard Mandarin). The recording environment is indoors
quiet. In order to guarantee the quality of the emotional
corpora, the subjective listening evaluation is carried out.
The statements selected with more than 85% confidence
coefficient are in total 1410 from the male performers and
1429 from the female performers, including six basic emo-
tional categories: “raged,” “fear,” “joy,” “neutral,” “sad,” and
“surprise.” The Whisper database contains “happy,” “angry,”
“surprise,” “grieved,” and “quiet” such five kinds of emotions.
Then, the speechmaterials are divided into three types: word,
phrase, and long sentence. The corpus contains 25 words, 20
phrases, and 6 long sentences for each emotion category. Each
speaker repeats the whispers 3 times and with normal voice
for 1 time (for later comparison), forming a total of 9600
statements. The research of whispered speech database has
great significance: further improving the ability of human-
computer interaction, combining with the semantic to judge
the inner activities of speakers, and helping computers really
understand the operators’ thoughts, feelings, and attitudes.
The analysis and processing of the emotional characteristics
of whispered speech signals have important meaning of
judgment and simulation of the emotion status from speakers
in theory and application.

According to the recording criterion of corpora, the
two Chinese databases are merged, ultimately forming 7839-
statement CNDB Chinese corpora. The recording employs
mono, 16-bit quantitative, and 11.025 kHz sampling rate.
The selection of statements follows two principles: (1) the
statements selected do not contain a particular emotional
tendency; (2) the statements must have high emotional
freedom, which could exert different emotions on the same
statement.

Another Chinese corpus is the Speech Emotion Database
of Institute of Automation Chinese Academy of Sciences
(CASIA) [25]. The language of the database is Chinese,
made by four actors. Database contains 1200 statements and
is divided into 6 categories of emotions: “angry,” “fear,”
“happy,” “neutral,” “surprise,” and “sad.”

In order to verify the effectiveness of the method pro-
posed in this paper, in each group of experiments two kinds
of schemes (Case I and Case II) are adopted, respectively,
for testing. According to the theory of Emotion Wheel [26],
mutual or similar 4 basic emotions in the three chosen
databases, “angry (aggressive, raged),” “happy (joy, amused),”
“surprise (excited, amazed),” and “neutral,” are chosen for
experimental evaluation. Because theDBNmodel could show
the effectiveness of the fusion under the condition of large
amount of data, we merge 3 Chinese speech emotion corpora
into one called Mandarin Database. In Case I, Mandarin
Database is as the training data set (known label), while ABC
(unknown label) is as the testing set.The cross-corpus SER of
this scheme adopts rotation experiment testing method: the
data set is divided into 10 portions, in which the proportion
of training/testing is 9 : 1. The set of this 10-fold cross-
validation is intended to optimize the parameters within the
source corpus [10]. After the cross-validation, the averages
are obtained as the results for the cross-corpus experiments.
In Case II, ABC corpus (known label) is as the training set,
while Mandarin Database (unknown label) is as the testing
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set. Because the number of samples in German ABC corpus
is less, for the sample balance of corpus in the process of SER
evaluation, we join a part of theMandarin samples (45% is the
optimum by testing, known label) into ABC samples which
are as the training set.Then the remainingMandarin samples
(55% corpora, unknown label) are as the testing set.

4.1.3. Settings of Feature Parameters and Classifier. With
regard to the traditional acoustic global features, the common
tool openSMILE is used for feature extraction whose tool
number is set as 1 [27].Then the feature set in the Interspeech
2010 SER competition [28], which contains a total of 1582
dimensions features, is introduced in our experiments. 38
acoustic low-level descriptors (LLDs) and their first-order
differences are contained in the set. Through statistics of 21
class functions on the LLDs (16 features with 0 information
are removed), we add the numbers and lengths of F0 to the
feature set. In the contrast group without fusion, the feature
sets extracted directly carried out the LDA dimension reduc-
tion, making its dimension match the fusion experimental
group.

In this paper, the recognition experiment employs kernel-
KNNFLC classifier, which may verify the SER ability of the
fusion features. According to the gravity center criterion,
Kernel-KNNFLC learns the sample distances and improves
the K-neighbor with kernel learning method. The classifier
optimizes the differentiation between kinds of the emotional
feature vectors, which solves the problem about huge cal-
culation caused by the features of prior samples. Based on
the cross-corpus samples trained, the recognition model is
established and then the different emotional categories are
distinguished. The Gaussian Radial Basis kernel Function
(RBF) is used in the classifier: 𝑘(𝑥, 𝑦) = exp(−‖𝑥 − 𝑦‖2/2𝜎2),
in which 𝜎 = 4. The KNNFLC classifier based on kernel
has stable SER performance on high-dimensional data. In
addition our experiments use 4 kinds of speech emotions, so
the dimension dropped to 3 for achieving the best recognition
rate. This is due to the solving of the generalized eigenvalue
principle: the optimization is achieved when the minimum
number of features is solved. With the K-nearest neighbor
algorithm based on feature line centroid, the kernel function
of RBF is improved and the optimum value is𝐾 = 3 [13].
4.2. Traditional Global Acoustic Feature Fusion Experiment
(Fusion 1). The purpose of Fusion 1 is comparing the fusion
feature with DBN21 to features without DBN, so that the
cross-corpus recognition performance of fusional traditional
features could be revealed. The extracted acoustic features
are as the input of DBN21 model. Then the optimization
process is carried out by DBN. After that, combined with the
kernel-KNNFLC classifier introduced before, the emotion
recognition missions are proceeded on cross data sets.

The settings of RBM learning rate should be moderate,
because too big or too small rates will both increase the
reconstruction error. GRBM learning rate of bottom layer
in Fusion 1 is set as 𝜀 = 0.001 and training cycle is set as𝐽 = 200. The upper layer RBM is set as 𝜀 = 0.01 and𝐽 = 70. Since the numbers of visible layer unit and input
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Figure 7: The influence of hidden node numbers to recognition
rates Fusion 1.

dimension are the same, the input units number of visible
layer in the experiment is 𝑛V = 60 and the number of upper
hidden units is set as 𝑛ℎ = 20. The weight is set according to
the Gaussian random vector 𝑁 = (0, 0.01). The visible and
hidden unit biases are 𝑎𝑖 = 0 and 𝑏𝑗 = 0. Because the number
of hidden units in the middle layer may influence systemic
performance, therefore we enumerate the 6 units’ numbers
of contrast experiments: 250, 500, 750, 1000, 1250, and 1500,
in order to determine the optimal number of hidden units.
The experimental comparison results are shown in Figure 7.

Figure 7 reveals that, along with the increase of the
hidden nodes number, the recognition efficiency of system
is growing. However, the increased number of nodes may
cause the extra amount of calculation. It is clear that when the
nodes number rises from 750 to 1000, the recognition rate has
greatly improved, and then it is steady. Hereby considering
the time consumed and accuracy, the number of hidden
nodes in Fusion 1 is set as 1000.

The speech emotion recognition experiments are carried
out through the DBN21 model proposed. In our testing strat-
egy, the ABC and Mandarin databases are cross-validated,
which is to verify the robustness of algorithmproposed under
the cross-corpus SER task. Toward each kind of emotion in
two cross-database cases, recognition rates of the traditional
features which are before and after fusion are shown in
Table 1.

The experimental results indicate the traditional features
after optimization by DBN. The emotion recognition ability
has greatly ascended, which rises by 4.6% on the average
recognition rate. It reveals that the DBN model proposed
in feature layer is effective for SER feature fusion research.
After training on ABC and Mandarin databases in Case
I, SER rates of ABC testing set on Mandarin training set
reach 52.2%. Among them “happy” and “neutral” reach over
63% as the highest, whose recognition effect is superior to
Case II. It related to the many similar types of samples in
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Table 1: Recognition results (%) of Fusion 1 in two cross-corpus
cases.

Cross-corpus scheme Happy Angry Surprise Neutral Average
Case I

DBN feature fusion 63.7 38.6 41.6 64.9 52.2
Without fusion 52.8 34.3 39.7 63.7 47.6

Case II
DBN feature fusion 57.0 37.5 40.8 62.7 49.5
Without fusion 50.1 29.7 35.3 60.4 43.9

3 training corpora. Through the great amount of emotional
data training in various categories by Deep Learning, the
model becomes highly mature while the matching degrees
of the traditional emotional categories with high inner-class
discrimination (“happy,” “neutral”) are high.The comparison
of two experiment schemes shows that the small amount of
training samples in ABC gives rise to information insuffi-
ciently. Thus, further testing in large data corpus may cause
undermatching with model.

4.3. Spectrogram Feature Fusion Experiment (Fusion 2). Main
aim of Fusion 2 is to validate the feature effectiveness of
spectrogram on cross-corpus. The feature sets abstracted
are based on selective attention mechanism introduced in
this paper. In order to reflect the promotional recognition
performance on cross-databases, the experimental results
after DBN21 fusion are compared with traditional features in
Fusion 1.

The same as Fusion 1, GRBM learning rate of bottom layer
in Fusion 2 is set as 𝜀 = 0.001 and training cycle is set as𝐽 = 200; the upper layer RBM is set as 𝜀 = 0.01 and 𝐽 = 70.
But the input units number of visible layer here is 𝑛V = 291
and the number of upper hidden units is set as 𝑛ℎ = 80. The
weight is set also as𝑁 = (0, 0.01); meanwhile, the visible and
hidden unit biases are 𝑎𝑖 = 0 and 𝑏𝑗 = 0. In consideration,
the number of hidden nodes in layer RBM may cause the
influence of system performance; this experiment still needs
the discussion of the numbers of hidden nodes. The analysis
of node numbers in traditional features is as in Figure 8.

As shown in the relationship in Figure 8, it is different
from the traditional feature experiment; the recognition
efficiency of spectrogram features has greatly promoted at
750 hidden nodes of point position. This is due to the
traditional acoustic features compared to the spectrogram
ones, which possess much higher input dimensions, so that,
in the spectrogram feature fusion experiments, the number
of hidden nodes in bottom RBM is set to 750.

According to the SER fusionmodel in feature layer, which
is based on selective attention as shown in Figure 1, the
cross-corpus experiments are carried out. In Fusion 2, ABC
and Chinese databases are crossed training for cross-corpus
testing.The SER confusion matrix in Case I by DBN21 fusion
model is as shown in Figure 9.

It could be seen from the experimental results that
the spectrogram features extracted integrally have strong
ability of speech emotion recognition. When compared to
traditional features, the spectrogram exhibits advantages in
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dealing with the cross data set tasks.This is because the tradi-
tional features contain only the local traits of common speech
processing field, while the spectrogram, abstracted from the
aspects of time and frequency domains, contains information
between adjacent frames and the temporal features which
can make up for a lack of global features. In spectrogram
features, meanwhile, compared to traditional global features,
the cascade vectors possess higher dimensions which contain
more information for characterizing the emotions. Among
them, the “happy,” “angry,” and experimental results improve
significantly compared with the traditional fusion features. It
reveals that spectrogram features have a relatively better dis-
tinction effect on the emotion category with high frequency
domain correlation dependence.

4.4. DBN22 Feature Fusion Experiment on Cross-Corpus
(Fusion 3). In experiment Fusion 3 with DBN22 model, we
conduct feature layer fusion of traditional global acoustic fea-
tures and spectrogram features based on selective attention.
After that the kernel-KNNFLC is combined with SER system
for cross-corpus experiments. This method integrates image
characteristics and acoustic characteristics, which is a novel



10 Journal of Electrical and Computer Engineering

Happy Angry Surprise AverageNeutral

Fusion 1
Fusion 2

Fusion 3

0

20

40

60

80

100

Figure 10: Recognition rates of 3 fusion models.

new attempt for data source extension in the field of speech
emotion recognition. At the same time, the experiment may
demonstrate that the features with thus fusion method have
significant help for improving SER performance in cross-
databases.

The settings of RBM in Fusion 3 are as follow: GRBM
learning rate of bottom layer is set as 𝜀 = 0.001 and training
cycle is set as 𝐽 = 200. The upper layer RBM is set as 𝜀 =0.01 and 𝐽 = 70. Since the numbers of visible layer unit
and input dimension are the same, thus the input units
numbers of visible layer in acoustic and spectrogram features
are 𝐿𝑛V = 291 and 𝑅𝑛V = 60, respectively. The number of
upper hidden units is set as 𝑛ℎ = 100. The weight is set
according to the Gaussian random vector𝑁 = (0, 0.01). The
visible and hidden unit biases are 𝑎𝑖 = 0 and 𝑏𝑗 = 0. Because
the number of hidden units in themiddle layer may influence
systemic performance, according to the two Fusion exper-
iment advance, hidden units numbers in RBM of acoustic
and spectrogram features are 1000 and 750, respectively.

After cross-database SER experiment, fusion features of
traditional acoustic and spectrogram features are gained
based on DBN22 network. Then the recognition results are
compared with DBN21 groups in Fusion 1 and Fusion 2 by the
bar plot (using Case I cross-corpus settings) (see Figure 10).

After the analysis of Figure 10, the cross-database recogni-
tion efficiency of the fused features in Fusion 3 is the highest.
Specifically “happy,” “angry,” “surprise,” and “neutral” 4
emotional kinds compared with the traditional group rise by
12.6%, 1.8%, 11.6%, and 12.6%, respectively; the promotion of
average recognition rate is 8.8%. Relative to the spectrogram
features, the results increase by 5.8%, 5.8%, 6.6%, and 5.8%,
respectively, and the elevation of average recognition rates up
to 6.5%.The fusion byDBN22 of two kinds of features obtains
excellent recognition effect in all of the emotion categories.
The results benefit from the optimization of feature fusion
layer in RBM stack of the DBN network, while there are
also the factors of classifier and network parameters’ settings.
Experiments show that the DBN network model proposed
successfully gains the fused features of traditional acoustic

characteristics and the information of spectrogram images,
which meanwhile effectively improve the cross-corpus effi-
ciency of the SER system.

5. Conclusion

This paper mainly researches the feature layer fusion model
on the strength of DBN for speech emotion recognition. First
of all, based on the mechanism of selective attention, the
system extracts three kinds of spectrogram features with both
temporal information and global information, which are used
for cross-corpus SER. The spectrogram features introduced
solve the problem of information loss by the traditional fea-
ture selectionmethods. Further, it is a supplement to the types
of emotional information under the cross-database.Then, the
modified DBN models are proposed to reasonably optimize
the high-dimension spectral features, to retain the useful
information and to improve the robustness of cross-corpus
SER system. In the subsequent simulation experiments, the
DBN21 and DBN22 models designed are used in the feature
layer to fuse the spectrogram and traditional acoustic traits.
Furthermore, the experimental results are compared with
those of the benchmark models. Through experiments in
cross-databases containing three Chinese ones and a general
German one, DBNnetworks withmultilayer RBM are proved
as robust feature layer fusion models for cross-corpus. Spec-
trogram traits, at the same time, are validated conducive to
boost emotional distinguish ability after feature fusion. In this
paper, on the basis of Deep Learning thought, the DBN22
model proposed effectively fuses the spectrogram and tra-
ditional acoustic emotion features. This progress realizes the
features fusion of various data sources and provides a new
direction for further research of SER in cross-corpus.
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