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The paper proposes a simple hybrid model to forecast the electrical load data based on the wavelet transform technique and double
exponential smoothing. The historical noisy load series data is decomposed into deterministic and fluctuation components using
suitable wavelet coefficient thresholds and wavelet reconstruction method. The variation characteristics of the resulting series are
analyzed to arrive at reasonable thresholds that yield good denoising results. The constitutive series are then forecasted using
appropriate exponential adaptive smoothing models. A case study performed on California energy market data demonstrates that
the proposed method can offer high forecasting precision for very short-term forecasts, considering a time horizon of two weeks.

1. Introduction

Short-term load forecasting (STLF) is an integral part of
power system operations as it is essential for ensuring supply
of electrical energy with minimum expenses. This type of
forecasting is used to predict load demands from an hour
to a week ahead so that the day-to-day operations of a
power system can be efficiently planned to minimize the
operational costs [1]. The ability to forecast accurately the
load even a few hours ahead is beneficial from different
points of view, ranging from technical to commercial [2].
This importance has led to the development of several
mathematical models/techniques. These techniques can be
broadly classified as (i) classical time series model and (ii)
machine intelligencemodels.The classical time series models
have been criticized by researchers for their weakness of
nonlinear fitting capability [3]. Moreover, they require huge
amounts of data to arrive at optimal models and perform
poorly for data with inherent special events [4–6]. The
artificial neural network (ANN) is one of the most popular
machine intelligence models [7] that have been used for
short-term load forecasting with encouraging results [8–10].
An excellent review of neural networks for short-term load
forecasting has been presented in [11]. However, no single
model has performed well in short term load forecasting [12].
This has led to the development of hybrid models that try

to deduct the best features of different models and integrate
them to achieve good forecasting results [13–15]. Hybrid
models include a time series and ANN-based model as in
[16], a combination of ANN and fuzzy expert systems as in
[17], and integration of wavelet-based approach with ANN as
in [18]. It is to be noted that the aim of any forecasting model
for STLF is to identify the different characteristics of load over
different time horizons and incorporate them into the model
[19]. It is here that wavelet multiresolution analysis is found
to be useful. The wavelet transforms are found to capture
all the information in a time series and associate it with
specific time horizons and locations in time and thus help to
unfold the inner load characteristics that are useful for more
precise forecasting [20, 21]. This paper describes a hybrid
model based on the discrete wavelet transform for short-
term load forecasting. The idea is to combine the wavelet
transform techniquewith the exponential smoothingmethod
that is intuitively appealing, easy to update, and has minimal
computer storage requirements [22]. Noisy characteristics in
the power load data will affect the forecasting precision, so
it is first preprocessed using the discrete wavelet transform
according to the methodology outlined in Section 3. The
proposed model is verified by forecasting the electrical load
of California energy market. The hybrid model is found
to provide good forecasting precision for four-hour-ahead
forecasts.
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2. Theoretical Background

In modeling the time series data, noise and nonstationarity
are two problems that a forecasting methodology should
take care of. The presence of noisy characteristics in the
data prevents the full capture of the dependency between
the past and the future behavior of the time series. The
non-stationarity of data infers that the time series switch
their dynamics among different regions [23]. Thus, in the
time series data, one observes that the intrinsic property of
the data (deterministic feature) is superimposed by rapid
variations on much shorter time scales. Therefore, it seems
appropriate to separate the fluctuating component from the
deterministic component and wavelet decomposition is an
excellent technique that can separate the two.

2.1. DiscreteWavelet Transform [24, 25]. A dyadic discretized
wavelet is given by
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where the control parameters 𝑚, 𝑛 ∈ 𝑍. The discrete wavelet
transform (DWT) of a signal 𝑥(𝑡) can be written as
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where 𝑇
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is known as the wavelet (or detail) coefficient at
scale and location indices𝑚, 𝑛. The dyadic grid wavelet leads
to the construction of an orthonormal wavelet basis.They are
associated with scaling function and their dilation equations.
The scaling function is associated with the smoothing of the
signal and is given by

𝜙
𝑚,𝑛
(𝑡) = 2

−𝑚/2

𝜙 (2
−𝑚

𝑡 − 𝑛) . (3)

The scaling function can be convolved with the signal to
produce approximation coefficients as
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The multiresolution decomposition theorem [26] gives a
method of generating approximation coefficients and detail
wavelet coefficients at different scales.The approximation and
wavelet coefficients at scale index𝑚+1 can be generated using
the coefficients at the previous scale as
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In general, the discrete input signal is taken to be signal
approximation coefficients at scale index 𝑚 = 0. For a signal
of length𝑁 = 2

𝑀 the range of scales that can be investigated
is 0 < 𝑚 < 𝑀, and the input signal can be expressed as
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where the mean signal approximation at scale𝑀 is
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and detail signal approximation corresponding to scales
index𝑚 is given by
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that is, adding the approximation of the signal at scale index
𝑀 to the sum of all detail signal components across scales
0 < 𝑚 < 𝑀 gives the approximation of the original signal at
scale index 0.

2.2. Wavelet Denoising. It is generally assumed that the noisy
part of a signal shows random characteristics and mainly
reflects the inherent uncertainties in the data, while the
original signal is composed of deterministic components and
mainly reflects the deterministic characteristics of the data
studied.When a discrete wavelet transform (DWT) is applied
to a time series data, small wavelet coefficients are presumed
to be dominated by noises and carry little useful information,
but the original series carry useful information and are
concentrated in a limited number of wavelet coefficients
[27]. Wavelet shrinkage denoising is not to be confused with
smoothing. Smoothing removes high frequencies and retains
low ones whereas denoising attempts to remove whatever
noise is present regardless of the signal frequency content
[28]. Wavelet shrinkage denoising involves shrinking in the
wavelet transform domain and consists of three essential
steps: a linear forward wavelet transform, a nonlinear shrink-
age denoising, and a linear inverse wavelet transform. If the
observed data𝑋(𝑡) is assumed to be of the form

𝑋 (𝑡) = 𝑆 (𝑡) + 𝑁 (𝑡) , (9)

where 𝑆(𝑡) is true signal and𝑁(𝑡) is noise, then the denoising
procedure can be outlined as follows.

Let 𝑊(⋅) and 𝑊
−1

(⋅) denote the forward and inverse
wavelet operators, let 𝐷(⋅, 𝜆) denote the denoising operator
with soft thresholding 𝜆, and, 𝑆(𝑡) be an estimate of 𝑆(𝑡). The
three steps

𝑌 = 𝑊(𝑋) ,

𝑍 = 𝐷 (𝑌, 𝜆) ,

𝑆 = 𝑊
−1

(𝑍)

(10)

summarize the procedure.
Given threshold 𝜆 for data 𝑈, the rule

𝐷 (𝑈, 𝜆) = sgn (U)max (0, |𝑈| − 𝜆) (11)

defines nonlinear soft thresholding. Setting the threshold
𝜆 is an essential part of denoising. Different thresholding
techniques have been provided in [29, 30]. A hybrid method
called heursure [31] that determines at each multiresolution
level a threshold that is either universal or Stein’s unbiased
risk estimator (SURE) is used in the present work.
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2.3. Exponential Smoothing. Exponential smoothing is a
pragmatic approach for forecasting wherein the prediction is
constructed from an exponentially weighted average of past
observations [32]. Its robustness and accuracy have led to its
widespread use in a variety of applications. In the present
work, the wavelet preprocessed data is used for prediction
using double exponential smoothing. The specific formula
for double exponential smoothing with additive trend and no
seasonality [33, 34] is
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Here𝛼 is the smoothing parameter for the level of the series, 𝛾
is the smoothing parameter for the trend, 𝑆

𝑡
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𝑡
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the forecast for 𝑚 periods ahead from origin 𝑡. The double
exponential smoothing methodology is used in the present
work to forecast the constitutive series obtained via Haar
wavelet decomposition.

3. Methodology

The DWT provides a handy tool for decomposing the time
series into deterministic and fluctuation components and
wavelet denoising method is a means of achieving the
decomposition. The wavelet threshold denoising method is
influenced by several key issues such as choice of wavelet,
choice of decomposition level, threshold estimation, and
thresholding rule [35]. In the present work, the Haar wavelet
transform is used for the decomposition due to the following
characteristics of the wavelet function.

(1) As the real world data is collected periodically, it
is easy to assume that they are piecewise constant
functions [20], and Haar wavelet transform is the
most appropriate for these functions.

(2) The Haar wavelet transform is not affected by border
distortions when one performs filtering/convolution
on finite length signals and thus eliminates the
boundary effect that is a problem with other wavelet
transforms.

With the choice of Haar wavelet transform, the best resolu-
tion level is tested and it is observed that resolution level three
is optimum for this case study. There are several threshold
estimation methods such as universal threshold algorithm,
minimax algorithm, Stein’s unbiased risk estimation (SURE)
[29, 30] algorithm, and heuristic SURE algorithm [31] that
can be used to select a threshold. The denoising results
are analyzed to see if the denoising results are good [36]
and hence determine the optimum threshold. It is observed
here that heursure threshold selection criteria gave the best
denoising results with multilevel thresholding. With the key
issues of wavelet denoising method being fixed, the proposed

methodology is given as a flowchart in Figure 1 and is
outlined as follows.

(1) Decompose the available load series (𝑋) via the
Haarwavelet transform into one approximation series
denoted as 𝑎

3
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2
, 𝑑
3
.

(2) The wavelet coefficients in the detail series are thresh-
olded using Heursure threshold selection criteria to
obtain the new detail series 𝑑
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(3) The approximation series 𝑎
3
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1
, 𝑑
2
,

𝑑
3
are used by the inverse Haar wavelet transform to
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now forecasted using double exponential smoothing
method through (12)–(14). The strategy is summa-
rized in the following steps:

(i) the initial values for 𝑆
𝑡
and 𝑇

𝑡
are chosen as 𝑆

1
=

𝑥
1
; 𝑇
1
= (𝑥
𝑛
− 𝑥
1
)/(𝑛 − 1)

(ii) the parameter 𝛼 is varied from 0 to 1 in steps of
0.05 and 𝛾 is varied from 1 to 0 in decreasing
steps of 0.05. For every possible combination
of 𝛼 and 𝛾, the four-step-ahead forecast is
computed.The best parameters are those result-
ing in the smallest four-step-ahead forecasting
errors.Theminimumvalue of themean squared
forecast error determines the optimum values
of the parameters. With these parameters the
four hour ahead deterministic component (𝑋

𝑡
)

is forecast.

(5) The mean corrected fluctuation series (subtracting
the sample mean) is modeled using the double expo-
nential smoothing method in a procedure similar to
the one outlined in step (4) to forecast the four-hour-
ahead fluctuation component (𝑋

𝑓
) of the load series.

(6) The four-hour ahead load forecast is now obtained as
𝑋 = 𝑋

𝑡
+ 𝑋
𝑓
.

4. Results and Discussions

4.1. Case Study: California Energy Market. The hourly load
data of California energymarket [37] is considered in this real
world case study. The system-wise load for every hour of the
year 2000 is considered in this work. To build the forecasting
model for each of the considered days, the information
available to the method is the hourly load data of the 14
days (2 weeks) previous to the day of the week whose loads
are to be forecasted. The forecasting has been done in two
time scales, that is, four hours ahead and one day ahead. The
behavior of the proposed technique is illustrated by providing
results corresponding to different seasons (summer, spring,
and winter) of the year. The four hour-ahead forecast, of
the 15th, 22nd, 29th, 36th, 43rd, 50th, 57th, 64th, 71st, 78th,
85th, 92nd, 99th, and 106th days in each of the seasons are
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Figure 1: Flow chart of the algorithm.

presented. The one-day forecasts are carried out using an
adaptive scheme. The 24-hour forecast (one day) is obtained
by considering amovingwindow of 336 hours (2 weeks) prior
to the four hours whose load is to be forecast and shifting
the window by four hours until the entire day is covered.
The forecasted on different test days (one in each season)
is considered. The considered days are Jan 15th (Saturday a
Holiday), April 11th (Tuesday a working day), and July 14th
(Friday a day close to weekend) for a fair comparison.

4.2. Results. The forecast methodology outlined in the previ-
ous section is performed on the data considered.The forecast
accuracy is examined using the two different evaluation
metrics: the root mean square error (RMSE) and the mean
absolute percentage error (MAPE). They are defined as
follows:
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2
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𝑖

.
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The hourly load data for the year 2000 is shown in Figure 2.
Observe the unstable mean and variance present in this

series. This behavior makes forecasting a difficult task. The

Table 1: Forecasting accuracy metrics for 24-hour-ahead forecast of
a typical day in each seasons.

Evaluation metric Model 24-hr-ahead adaptive forecast
July 14th April 11th Jan 15th

RMSE DEM 1.2591 1.0554 0.8334
Proposed model 0.2520 0.4756 0.5390

MAPE DEM 2.9645 2.7862 2.7722
Proposed model 0.7438 1.3075 1.4501

RMSE: root mean square error; MAPE: mean absolute percentage error;
DEM: double exponential smoothing model.

original series, denoised series, and fluctuation series of two
weeks in summer, spring, and winter are shown in Figures
3(a), 3(b), and 3(c), respectively.

The values for the RMSE and MAPE metrics to evaluate
the accuracy of the proposed methodology in forecasting the
day-ahead forecasts for the days in different time periods
and different seasons are presented in Table 1. The results are
compared with the double exponential smoothing method
(DEM). The parameters of the adaptively fitted DEM model
to forecast the 24 hrs load data of the days January 15,
April 11, and July 14 using the wavelet decomposed series
of the load data are given in Table 2. The days considered
include a holiday, a working day, and a day close to the
weekend in different seasons. This has been done to show
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Figure 2: Hourly load data of California energy market in the year 2000.
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Figure 3: (a) Original series, denoised series, and fluctuation series of two weeks in summer. (b) Original series, denoised series, and
fluctuation series of two weeks in spring. (c) Original series, denoised series, and fluctuation series of two weeks in winter.
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Table 2: The parameters of the adaptively fitted double exponential
smoothing models.

Day Period of hourly
forecast

Parameters
Deterministic

part
Fluctuation

part
𝛼 𝛾 𝛼 𝛾

January 15th

01.00 AM–04.00 AM 0.15 0.92 0.95 0.04

05.00 AM–08.00 AM 0.3 1 0.91 0.58

09.00 AM–12.00 PM 0.1 0.05 0.98 0.43

12.00 PM–04.00 PM 0.3 0.65 0.34 0

05.00 PM–08.00 PM 0.25 0.5 0.83 0.09

09.00 PM–12.00 AM 0.3 1 0.14 1

April 11th

01.00 AM–04.00 AM 0.15 0.95 1 0.03

05.00 AM–08.00 AM 0.3 1 0.33 0

09.00 AM–12.00 PM 0.1 0.2 0.43 0.72

12.00 PM–04.00 PM 0.2 1 0.29 0.29

05.00 PM–08.00 PM 0.75 0.8 0.04 0.08

09.00 PM–12.00 AM 0.1 0.95 0.13 0.95

July 14th

01.00 AM–04.00 AM 0.2 1 0.84 0.29

05.00 AM–08.00 AM 0.25 1 0.61 1

09.00 AM–12.00 PM 0.1 0.25 0.44 0.44

12.00 PM–04.00 PM 0.8 0.15 0.62 0.98

05.00 PM–08.00 PM 0.3 0.8 0.68 0.05

09.00 PM–12.00 AM 0.6 0.5 0.13 0.99

the effectiveness of themodel in handling special events/days.
The evaluation metrics of the four-hour-ahead forecasts on
different days (mentioned in the case study) for the three
seasons of the proposed model are presented in Table 3.
The results presented confirm the assumption that wavelet
shrinkage denoising produces constitutive (deterministic and
fluctuating) series that can be predicted more accurately by
the exponential smoothing methods.

5. Conclusion

This paper proposes a technique of applying the simple Haar
wavelet transform in a hybrid model that utilizes the double
exponential smoothing model for short-term load forecast-
ing. The heursure wavelet thresholding method is used to
separate the load series into deterministic and fluctuation
(noisy) components. The problems associated with wavelet
denoising such as selection of appropriate wavelet function,
suitable level of decomposition, and threshold selection are
handled to a certain extent by analyzing the load data. It is
seen that the trend in both the components can be taken care
of effectively using double exponential smoothing models.
The results demonstrate that the proposed wavelet model is
advantageous in reducing the complex structure of load series
and thereby enhancing the accuracy of short-term forecasts.

Table 3: Forecasting accuracy metrics for 4-hr-ahead forecast.

Day Proposed method DEM
RMSE MAPE RMSE MAPE

15th
Summer 0.2657 1.2575 0.4448 2.2143
Spring 0.1934 0.8417 0.4359 0.8325
Winter 0.1623 0.7955 0.4017 1.8907

22nd
Summer 0.1885 0.9445 0.5145 2.4405
Spring 0.1521 0.6962 0.4598 1.9832
Winter 0.1794 0.8262 0.4392 2.0424

29th
Summer 0.1467 0.7307 0.4710 2.2014
Spring 0.1802 0.7902 0.4809 1.9876
Winter 0.2787 1.305 0.5234 2.4684

36th
Summer 0.1712 0.8445 0.5418 2.4261
Spring 0.2558 1.1315 0.5949 2.5174
Winter 0.128 0.6315 0.4594 2.0987

43rd
Summer 0.1511 0.7337 0.5046 2.2080
Spring 0.2406 1.0435 0.6057 2.5245
Winter 0.2288 1.0105 0.4926 2.2277

50th
Summer 0.1290 0.6277 0.4629 0.9494
Spring 0.2646 1.1047 0.6031 2.3827
Winter 0.1725 0.7425 0.4728 2.0265

57th
Summer 0.1761 0.799 0.4430 2.0739
Spring 0.2568 1.0695 0.5661 2.2892
Winter 0.1511 0.7272 0.2321 0.9605

64th
Summer 0.2265 1.0865 0.4518 2.0590
Spring 0.1937 0.836 0.5109 2.1099
Winter 0.1790 0.9077 0.4198 1.9776

71st
Summer 0.1029 0.5025 0.5640 2.4710
Spring 0.2164 0.925 0.5596 2.2997
Winter 0.1698 0.8467 0.5577 2.6100

78th
Summer 0.2512 1.2687 0.5116 2.3770
Spring 0.1573 0.7472 0.3502 1.5144
Winter 0.1781 0.8737 0.3948 1.7977

85th
Summer 0.2071 0.969 0.4885 2.1521
Spring 0.2105 0.983 0.6110 2.6769
Winter 0.1631 0.797 0.3001 1.3905

92nd
Summer 0.1225 0.5535 0.4293 1.8439
Spring 0.2168 0.9395 0.4838 2.0605
Winter 0.1736 0.7222 0.3972 1.6758

99th
Summer 0.1945 0.9087 0.6095 2.5899
Spring 0.1505 0.7075 0.4343 1.9034
Winter 0.2741 1.2167 0.4307 1.9024

106th
Summer 0.1785 0.8467 0.4720 2.1271
Spring 0.1677 0.783 0.5330 2.1665
Winter 0.1809 0.914 0.2348 1.0906
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