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Recently wireless sensor network (WSN) has become one of the most interesting networking technologies, since it can be deployed
without communication infrastructures. A sensor network is composed of a large number of sensor nodes; these nodes are
responsible for supervision of the physical phenomenon and transmission of the periodical results to the base station. Therefore,
improving the energy efficiency and maximizing the networking lifetime are the major challenges in this kind of networks. To deal
with this, a hierarchical clustering scheme, called Location-Energy Spectral Cluster Algorithm (LESCA), is proposed in this paper.
LESCA determines automatically the number of clusters in a network. It is based on spectral classification and considers both the
residual energy and some properties of nodes. In fact, our approach uses the K-ways algorithm and proposes new features of the
network nodes such as average energy, distance to BS, and distance to clusters centers in order to determine the clusters and to
elect the cluster’s heads of a WSN.The simulation results show that if the clusters are not constructed in an optimal way and/or the
number of the clusters is greater or less than the optimal number of clusters, the total consumed energy of the sensor network per
round is increased exponentially.

1. Introduction

The recent progress in the field of MEMS (microelectrome-
chanical systems), wireless communications, and highly inte-
grated digital electronics has led to the development of
microsensors. Such tiny sensors are of low-cost, of low-
power, and multifunctional and communicate freely over
short distances [1].These sensor nodes are responsible for the
sensing, data processing, and data delivery to the base station
(BS). They should work together to form a wireless sensor
network (WSN).

A WSN is composed of a large number of sensor nodes,
which are randomly ormanually deployed in a given coverage
area. These nodes collect local physical information, process
them, and send them to a BS called sink. For the public
notice of the phenomenon, the BS is connected to the internet
(Figure 1). Another important characteristic of a WSN is the

ability of its nodes to cooperate. Instead of sending rawdata to
the node responsible for data fusion, the sensor nodes can use
their processing abilities to locally carry out calculations and
fusion operations to transmit only the information required
[2].

These characteristics of wireless sensors enable them
to be used in many areas especially for surveillance and
monitoring [3]. Compared with the traditional technique of
environment monitoring, WSNs technology is a promising
green technology for the future in detecting efficiently the
environmental variation. WSNs for environment monitoring
consist of a large number of low-cost battery-powered sensor
nodes, densely deployed throughout a remote or inaccessible
physical space [4].

However, the main challenge in the WSNs is the limited
power resources of sensor nodes. It is not practical to
recharge the nodes batteries or replace them after complete

Hindawi Publishing Corporation
Journal of Computer Networks and Communications
Volume 2015, Article ID 170138, 11 pages
http://dx.doi.org/10.1155/2015/170138



2 Journal of Computer Networks and Communications

Sensing area

Internet

Data server

Sensors

Sink

rea

Figure 1: A wireless sensor network model.

depletion of their energy because, in many scenarios, the
nodes are deployed in hostile environments [5]. Therefore,
while traditional networks aim to achieve a high level quality
of service (QoS), the sensor network protocols must focus
primarily on energy conservation to maximize the network
lifetime [6]. Many research issues have been addressed in
this topic. However, design of energy-efficient clustering and
routing algorithms is the most promising problem amongst
them [7].

Clustering in WSN consists of grouping efficiently the
sensor nodes into distinct clusters; each cluster has one
leader called cluster head (CH). The CHs collect the data
from all their corresponding members, aggregate them, and
transmit them to the BS. Each sensor node belongs to one
and only one cluster and communicates only with its CH.
Therefore, selection of CHs needs to be properly addressed
in order to balance the energy consumption of the CHs;
otherwise they would die quickly due to the extra work load
for data aggregation and data forwarding. Most cluster based
routing algorithms select initially the CHs randomly or by
probabilities and then form the clusters [7]. However, in such
cases, all CHs can be located in a small region of the network
and some ordinary nodes will be isolated, which may cause a
network dysfunction.

Graph clustering is an area in cluster analysis that looks
for groups of related vertices in a graph. Several graph
clustering algorithms have been proposed in the last years
and spectral clustering algorithms are amongst the most
famous. These spectral clustering algorithms have attracted
attention over the past few years in many applications, such
as image segmentation [8] and social network analysis [9],
mainly because of their efficiency andmathematical elegance.
Moreover, they have the advantage of providing bounds of
graph cut and partitioning problems, due to their spectral
relaxation [10]. They are based on Laplacian matrix’s eigen-
decomposition of either weighted or unweighted graphs [11].

This paper proposes a new energy-efficient environ-
mental monitoring algorithm over cluster based WSNs.
The proposed algorithm is called Location-Energy Spectral
Clustering Algorithm (LESCA). LESCA is based on spectral
clustering by using the graph theory, in order to separate the
network to a fixed and an optimal number of clusters. This
algorithm consists of three phases: cluster setup, cluster heads

selection, and data transmission. First, LESCA selects CHs
amongst each cluster using the residual energy, the distance
from the BS, and the distance from the cluster’s centroid of
a sensor node. Then, the cluster’s nodes communicate with
the selected CH. The latter collects, processes, and transmits
the information to the BS. Hence, LESCA aims to extend
the network lifetime by distributing energy consumption,
minimizing control overhead (to be linear in the number
of nodes), and producing well-distributed CHs and compact
clusters. Our proposed system considers a denser deployment
strategy where the distances between neighboring sensor
nodes are quite short. In this way we are aiming to detect
environmental variation in a much faster way and send the
related information to a BS as quickly as possible.

The rest of the paper is organized as follows. In Section 2,
we provide a brief overview of some related research work.
Details and properties of the proposed algorithm are given
in Section 3 and Section 4 while Section 5 evaluates the
performance of LESCA via simulations and compares LESCA
with some other clustering protocols. Conclusion and some
perspectives are drawn in Section 6.

2. Related Work

Clustering inWSNs is an effectiveway tominimize the energy
consumption of sensor nodes. In fact, clustering performs
data aggregation and fusion in order to decrease the number
of transmitted messages to the BS and reduce transmission
distance of sensor nodes.

Recently, a number of cluster based routing algorithms
have been proposed to address the main challenges in WSNs
[2, 7, 12]. These algorithms are designed to maintain the
information in the network topology, reduce the overhead
generated by the discovery of roads, and minimize energy
consumption by taking into account the specificity of these
networks.They are inmost cases energy oriented; that is, they
are designed to extend the lifetime of the network, and in
some cases they are oriented quality of service (QoS). In this
section, we present a brief overview of some related research
work.

Low-Energy Adaptive Clustering Hierarchy (LEACH)
[13], which is a popular cluster based routing technique, is
an energy-efficient communication protocol. In LEACH, the
sensor nodes are divided periodically into several clusters.
For each cluster, a sensor node is selected as a CH. Thus,
LEACH performs a periodic randomized rotation of the CH
nodes.The operations of LEACH are generally separated into
two phases: the setup phase and the steady-state phase. In the
setup phase, CHs are selected and clusters are organized. In
the steady-state phase, the data transmissions to the BS take
place. The role of the CH is assigned by the node getting a
random number between 0 and 1. If the number is less than
the threshold values 𝑇(𝑛), the node becomes a CH for the
current round:

𝑇 (𝑛) =

{

{

{

𝑃

1 − 𝑃 ∗ (𝑟 ∗ mod (1/𝑃))
: if 𝑛 ∈ 𝐺

0 otherwise,
(1)
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where 𝑛 is the given node, 𝑃 is the predetermined percentage
of CHs (𝑃 = 5%), 𝑟 is the current round, and 𝐺 is the
set of nodes that have not been selected as CHs in the last
1/𝑃 rounds. Using this threshold, each node will be a CH at
some round within 1/𝑃. After the election of CH nodes, each
ordinary nodewill determine the optimal CH to join in terms
of minimum energy required for transmission. However,
the random selection of the CH nodes may obtain a poor
clustering setup, and the distribution of CH nodes may not
be uniform. Thus, some sensor nodes have to transfer data
through a longer distance and the reasonable energy saving
is not obtained in WSN.

In LEACH-centralized (LEACH-C) [14], which is an
enhancement over the LEACH protocol, the BS selects the
CH nodes and divides the network into clusters.This is made
by collecting the information of the position and energy level
from all sensor nodes. Thus, the sensor nodes with energy
below the average node energy cannot be CH for the current
round.However, like in LEACH, the role ofCHs rotates all the
time and the optimal location of CH nodes is not guaranteed.

The idea proposed in LEACH has been an inspiration for
many hierarchical routing protocols such as EECS [15] and
DECSA [16], although some protocols have been indepen-
dently developed [17–19].

In [17], the authors proposed a cluster scheme based on
residual energy and distance from the BS. The idea of this
clustering scheme is to modify the 𝑘-means algorithm. In
cluster formation phase, authors start by randomly selecting
𝑘 CH nodes.They calculate the distance between each sensor
node and the randomly selected CH nodes. Each node is
assigned to its near CH that has the highest residual energy.
Then, they recompute the CH by using centroid method and
repeat the process. Finally, for each cluster, the sensor node,
which has the minimum distance from the centroid point, is
a new CH. Moreover, the main problem of this scheme is the
random selection of the initial CHs. Because of this, it does
not provide equitable distribution of energy between clust-
ers.

In addition, the authors of [16] present a distance-energy
cluster structure algorithm (DECSA) based on the classic
clustering algorithm LEACH. This algorithm considers the
distance between the network nodes, the position of the BS,
and the residual energy of nodes. Its main idea is to partition
the network into three levels of hierarchy. It is made to reduce
the energy consumption of CH nodes, resulting from the
nonuniform distribution of nodes in the network, and thus
avoid direct communications between the BS andCH that has
minimal energy and is far away from the BS.

Moreover, in [15], the authors present an energy-efficient
clustering scheme (EECS) for periodical data gathering
applications in large scale sensor networks. In the cluster
head’s selection step, several CHs are elected by localized
competition, which take into account the residual energy and
coverage radius of candidate nodes. Then, in the cluster’s
formation step, a weighted function for the plain node is
introduced to make decision of which proper cluster should
be joined.The function is calculated by the cost of intracluster
communication and the cost of communication between the
CHs and the BS.

d
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Figure 2: Radio energy dissipation model.

Besides, in [18], the authors propose a partitioning algo-
rithm for WSN based on k-nearest neighbor (KNN). They
propose to partition the network into a number of clusters
where each cluster contains one BS and all sensor nodes
communicate directly with the BS contained within it.

In [20], the authors present an approach called the
spectral classification based on Near Optimal Clustering
in WSNs. This approach is based on spectral bisection for
partitioning a network into two clusters and then applies
this method recursively to obtain optimal number of clusters.
Spectral bisection method is based on second eigenvalue 𝜆

2

of the Laplacianmatrix of the considered graph.Median value
of corresponding eigenvector of 𝜆

2
is used to bipart the graph

[8]. The authors apply this method recursively to obtain the
desired number of clusters.Then, for each cluster, a CH is also
elected.This task is assigned in rotational way between nodes
without considering their residual energy.However, recursive
spectral bisection always produces 2𝑛 clusters, where 𝑛 is
the number of iterations. The approach cannot partition the
network into any desired number of clusters.

While there are advantages to use distributed cluster for-
mation algorithms, these protocols offer no guarantee about
the position and the number of theCHnodes.However, using
a central control algorithm to form the clusters may produce
better clusters by dispersing theCHs throughout the network.
This is the basis for our proposed algorithm.

3. Radio Energy Dissipation
Model and Assumptions

The optimal clustering highly depends on the energy model
that we use. For the purpose of this study we use similar
energy model and analysis as proposed in [13, 14].

According to the radio energy dissipation model illus-
trated in Figure 2, the amount of energy required for the
transmission of 𝐿-bit data to a distance 𝑑 is expressed as
follows:

𝐸
𝑇𝑥
(𝐿, 𝑑) = {

𝐿 ⋅ 𝐸elec + 𝐿 ⋅ 𝜖𝑓𝑠 ⋅ 𝑑
2 if 𝑑 < 𝑑

𝑜

𝐿 ⋅ 𝐸elec + 𝐿 ⋅ 𝜖𝑚𝑝 ⋅ 𝑑
4 if 𝑑 ≥ 𝑑

𝑜
.

(2)

When receiving this data, the required energy is rather
described as

𝐸
𝑅𝑥
(𝐿, 𝑑) = 𝐿 ⋅ 𝐸elec, (3)

where 𝐸elec is the energy dissipated per bit to run the
transmitter or the receiver circuit, 𝜖

𝑚𝑝
and 𝜖

𝑓𝑠
depend on
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the used transmitter amplifier model (representing, resp.,
the multipath fading mode and the free space mode), 𝑑

0
is

the threshold of both energy models, and 𝑑 is the distance
between the sender and the receiver. By equating the two
expressions (2) at 𝑑 = 𝑑

0
, we obtain

𝑑
0
= √

𝜖
𝑓𝑠

𝜖
𝑚𝑝

. (4)

Furthermore, assume area 𝐴 square meters over which
𝑁 sensor nodes are uniformly distributed and clustered in𝐾
clusters. The total energy dissipated during a round (𝐸Round)
in the hierarchical routing approaches is determined by

𝐸Round =
𝐾

∑

𝑘=1

𝐸CH𝑘 +
𝑁−𝐾

∑

𝑗=1

𝐸nonCH𝑗 , (5)

where 𝐸CH𝑘 is the consumed energy when the CH of the
cluster 𝑘 receives, aggregates, and transmits data to the BS.
𝐸nonCH𝑗 is the consumed energy by a non-CH node 𝑗 when
this node senses its environment, collects sensed data, and
transmits it to the closer CH node.

On the one hand, the 𝐸CH𝑘 is defined as follows:

𝐸CH𝑘 = 𝐸CH to BS𝑘 + 𝐸Reception𝑘 + 𝐸Aggregation𝑘 , (6)
where

𝐸CH to BS𝑘

= {
𝐿 ⋅ 𝐸elec + 𝐿 ⋅ 𝜖𝑓𝑠 ⋅ 𝑑

2

to BS𝑘 if 𝑑to BS𝑘 < 𝑑𝑜,
𝐿 ⋅ 𝐸elec + 𝐿 ⋅ 𝜖𝑚𝑝 ⋅ 𝑑

4

to BS𝑘 if 𝑑to BS𝑘 ≥ 𝑑𝑜,

𝐸Reception𝑘 =
󵄨󵄨󵄨󵄨𝑆𝑘
󵄨󵄨󵄨󵄨 ⋅ 𝐿 ⋅ 𝐸elec,

𝐸Aggregation𝑘 =
󵄨󵄨󵄨󵄨𝑆𝑘
󵄨󵄨󵄨󵄨 ⋅ 𝐿 ⋅ 𝐸DA

(7)

with
(i) 𝐸CH to BS𝑘 being the energy consumed when the CH of

the cluster 𝑘 transmits data to the BS,
(ii) 𝐸Reception𝑘 being the total energy consumed when the

CH of the cluster 𝑘 receives data from its cluster’s
nodes,

(iii) 𝐸Aggregation𝑘 being the total energy needed by the CH
of the cluster 𝑘 to process data,

(iv) 𝐸DA being the processing cost of a bit report to the BS,
(v) |𝑆
𝑘
| being the number of nodes in the cluster 𝑘,

(vi) 𝑑to BS𝑘 refers to the distance between the CH of the
cluster 𝑘 and the BS.

If we consider these assumptions, some of the CH nodes
operate on the free space mode while the others operate
on the amplification mode. Let 𝑙 be the number of the last
category of CH nodes. We consider the following equation:
𝐾

∑

𝑘=1

𝐸CH to BS𝑘 = 𝐿(𝐾 ⋅ 𝐸elec

+𝜖
𝑚𝑝
⋅

𝑙

∑

𝑖=1

𝑑
4

to BS𝑖 + 𝜖𝑓𝑠 ⋅
𝐾−𝑙

∑

𝑖=1

𝑑
2

to BS𝑖) .

(8)

Finally, the total energy consumed by all CH nodes is

𝐾

∑

𝑘=1

𝐸CH𝑘 = 𝐿((𝐾 + 𝑁) ⋅ 𝐸elec + 𝑁 ⋅ 𝐸DA

+𝜖
𝑚𝑝
⋅

𝑙

∑

𝑖=1

𝑑
4

to BS𝑖 + 𝜖𝑓𝑠 ⋅
𝐾−𝑙

∑

𝑖=1

𝑑
2

to BS𝑖) .

(9)

On the other hand, the𝐸nonCH𝑗 is defined by the following
equation:

𝐸nonCH𝑗 = {
𝐿 ⋅ 𝐸elec + 𝐿 ⋅ 𝜖𝑓𝑠 ⋅ 𝑑

2

to CH𝑗 if 𝑑to CH𝑗 < 𝑑𝑜
𝐿 ⋅ 𝐸elec + 𝐿 ⋅ 𝜖𝑚𝑝 ⋅ 𝑑

4

to CH𝑗 if 𝑑to CH𝑗 ≥ 𝑑𝑜.
(10)

In the network, there are𝑁 −𝐾 non-CH nodes. Some of
these nodes operate on the free space mode while the others
operate on the amplification mode. Let 𝑚 be the number of
this category of nodes. We obtain

𝑁−𝐾

∑

𝑗=1

𝐸nonCH𝑗 =
𝑁−𝐾−𝑚

∑

𝑗=1

𝐿 ⋅ 𝐸elec + 𝐿 ⋅ 𝜖𝑓𝑠 ⋅ 𝑑
2

to CH𝑗

+

𝑚

∑

𝑗=1

𝐿 ⋅ 𝐸elec + 𝐿 ⋅ 𝜖𝑚𝑝 ⋅ 𝑑
4

to CH𝑗 ,

(11)

𝑁−𝐾

∑

𝑗=1

𝐸nonCH𝑗 = 𝐿((𝑁 − 𝐾) ⋅ 𝐸elec

+ 𝜖
𝑚𝑝
⋅

𝑚

∑

𝑗=1

𝑑
4

to CH𝑗

+𝜖
𝑓𝑠
⋅

𝑁−𝐾−𝑚

∑

𝑗=1

𝑑
2

to CH𝑗) .

(12)

From (9) and (12), we conclude that the total energy dissi-
pated during a round in the hierarchical routing approaches
is defined by

𝐸Round = 𝐿(2 ⋅ 𝑁 ⋅ 𝐸elec + 𝑁 ⋅ 𝐸DA

+ 𝜖
𝑚𝑝
(

𝑙

∑

𝑖=1

𝑑
4

to BS𝑖 +
𝑚

∑

𝑗=1

𝑑
4

to CH𝑗)

+𝜖
𝑓𝑠
(

𝐾−𝑙

∑

𝑖=1

𝑑
2

to BS𝑖 +
𝑁−𝐾−𝑚

∑

𝑗=1

𝑑
2

to CH𝑗)) .

(13)

In a WSN, an important challenge is to reduce the total
consumed energy of each round (given by (13)). Thus, if
the clusters are not constructed in an optimal way, the
total consumed energy of the sensor network per round is
increased exponentially, either when the number of clusters
that are created is greater or especially when the number of
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Figure 3: Flowchart of the proposed algorithm.

the constructed clusters is less than the optimal number of
clusters. To address these questions, we propose a new pro-
tocol using a spectral clustering approach. The next section
explains in detail the proposed solution.

4. Proposed Approach: LESCA

Ourmain objective of the proposed algorithm is to extend the
network lifetime through an efficient centralized algorithm.
This algorithm guarantees an efficient clustering and CHs
selection.

In LESCA, the large number of sensor nodes will be
divided into several clusters by using spectral clustering
method.The latter has recently gotten great attention inmany
research areas and has made use of the spectrum of the
similarity matrix of the data to cluster a considered set of
elements, for example, cluster points using eigenvectors of
matrix derived from the data [10]. For each resulting cluster,
a sensor node is selected as a CH. The selection of CH nodes
is based on a heuristic function. Non-CH nodes can only
monitor the environment and send data to its CH. The CH
node collects the data from ordinary nodes in the cluster.
Then, it processes data and sends them to the BS. An ordinary
node cannot send data directly to the BS.

Spectral clustering can be derived as an approximation to
such graph partitioning problems. It can be easily applied to
partition a WSN. The basic idea of this class of methods is
to construct a weighted graph from the data; here the data
are sensor network. Its goal is to divide the data points into
several homogeneous clusters [11].

In this section, we give details of our proposed LESCA
algorithm. The new algorithm consists of four steps: pre-
processing step, clustering step, cluster heads election step,
and data transmission step (Figure 3). In the remainder, we

consider a homogeneous network with𝑁 nodes dispersed on
a square field to continuously monitor the environment. The
BS is located outside the square field.

4.1.The Preprocessing Step. Thepreprocessing step starts after
the sensor nodes are randomly distributed in the sensing area.
In the beginning, the BS broadcasts a “Hello” message to
all nodes at a certain power level. This way, each node can
compute the approximate distance to the BS based on the
received signal strength. It helps nodes to select the appro-
priate power level to communicate with the BS.Then, the lat-
ter collects the different nodes positions and triggers the spec-
tral clustering process.

Based on the spectral clustering principle, in the proposed
approach, the BS constructs the graph corresponding to the
WSN. Indeed, let 𝑥 be an observation vector composed of
the sensor network nodes. This vector can be represented by
an undirected graph 𝐺(𝑉, 𝐸), where 𝑉 is the set of vertices
(sensor nodes) identified by an index 𝑖 ∈ {1, . . . , 𝑁} and
𝐸 is the set of edges that link each of the two vertices
(communication link). Let𝐴 ∈ R𝑁×𝑁 be the similaritymatrix
of the graph𝐺. Each value 𝑎

𝑖𝑗
of𝐴 is associated with each pair

of the graph nodes (𝑖, 𝑗).
This spectral clustering strategy is a relaxation of mini-

mizing Ncut partitioning problem—we want to find a parti-
tion of the graph such that the edges between different groups
have a very low weight (which means that points in different
clusters are dissimilar from each other) and the edges within
a group have high weight (which means that points within
the same cluster are similar to each other)—and it is based
on random walks in the similarity graph. A random walk in
a graph is a stochastic process which randomly jumps from
one vertex to another. Hence, this spectral clustering strategy
can be interpreted as trying to find a partition of the graph
such that the random walk stays long within the same cluster
and seldom jumps between clusters [21].

The energy consumed for intracluster communications
can be extremely saved when those communications are
computed by the free space model [14]. Thus, we consider
that there is no similarity between two nodes if the distance
between them is greater than 𝑑

0
. The similarity matrix is

constructed as follows:

𝐴 = [𝑎
𝑖𝑗
] =

{{

{{

{

exp(
−𝑑
2
(𝑖, 𝑗)

2𝜎2
) if 𝑑 (𝑖, 𝑗) ≤ 𝑑

0

0 otherwise.
(14)

The total weight of edges incident to node 𝑖 is given by
𝑑
𝑖𝑖
= ∑
𝑗=1

𝑁
𝑎
𝑖𝑗
.The degree matrix𝐷 ∈ R𝑁×𝑁 of𝐺 is a diagonal

matrix defined by 𝐷 = [𝑑
𝑖𝑗
] = ∑

𝑗=1

𝑁
𝑎
𝑖𝑗
. The𝑁 ×𝑁 Laplacian

matrix of the graph is, as introduced by [21], expressed as
follows:

𝐿 = 𝐷
−1
⋅ 𝐴. (15)

4.2. Clustering Step. The aims of the current step are to deter-
mine the optimal number of clusters and to fix the set of the
WSN clusters.
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The spectral clustering algorithm presented here can be
thought of as consisting of three stages [22].

(i) Preprocessing. It consists of the normalization of the
Laplacian matrix 𝐿. We start with a smoothing step to
make sure that the matrix is not ill-conditioned.

(ii) Spectral mapping. Some eigenvectors of the prepro-
cessed Laplacian matrix are computed. The study of
eigenvectors and eigenvalues of a squared matrix is
the essence of the spectral theory. Each data point
𝑖 is mapped to a tuple representing the values of
component 𝑖 in the mentioned eigenvectors.Thus, we
construct a new matrix 𝑈 from the 𝐾 eigenvectors
related to the 𝐾 largest eigenvalues of the Laplacian
matrix.

(iii) Postprocessing. It consists of using a grouping algo-
rithm to cluster the data. Hence, we deal with each
row of 𝑈 as a point in R𝑁×𝑁 and cluster them into
𝐾 clusters via 𝐾-means (that attempts to minimize
distortion). The sensor node 𝑖 is assigned to cluster
𝐶
𝑗
if and only if row 𝑖 of the matrix𝑈 was assigned to

cluster 𝐶
𝑗
.

Also, themost important question raised by the proposed
strategy concerns the optimal number of clusters𝐾 that must
be considered. For this purpose, we use the spectrum analysis
of the Laplacian matrix; it provides global information about
the sensor network structure [21]. This spectrum is the graph
eigenvectors ordered by the magnitude of their correspond-
ing eigenvalues Λ = {𝜆

1
, 𝜆
2
, . . . , 𝜆

𝑁
}. Most stable clustering

is given by the value 𝑖 that maximizes the expression:
𝐾 = maxΔ

𝑖
= max 󵄨󵄨󵄨󵄨𝜆𝑖 − 𝜆𝑖−1

󵄨󵄨󵄨󵄨 , where 𝑖 = {1, 2, . . . , 𝑁} .
(16)

Hence, the optimal number of clusters 𝐾must be
𝐾 = maxΔ

𝑖
=
󵄨󵄨󵄨󵄨𝜆𝐾 − 𝜆𝐾−1

󵄨󵄨󵄨󵄨 . (17)
We notice that in the proposed algorithm we determine
the clusters before specifying the CHs. Also, the optimal
number of clusters is as well automatically defined. So, our
algorithm is completely different from the others. In order
to define the number of CHs and cluster’s partitioning, the
other protocols run the same technique in each iteration and
therefore consume more energy.

4.3. Cluster Heads Election Step. Once the clusters are deter-
mined, the next step consists in electing the CHs of the
network. Here, we consider the total consumed energy in
each round (given in (13)). We note that, by considering
𝐾 cluster, the consumed energy depends on the distances
between the CH and the non-CHs of each cluster and the
distances between the CHs and the BS. Hence 𝐸Round is
minimal if the terms in (18) are minimal:

𝜖
𝑚𝑝
(

𝑙

∑

𝑖=1

𝑑
4

to BS𝑖 +
𝑚

∑

𝑗=1

𝑑
4

to CH𝑗)

+ 𝜖
𝑓𝑠
(

𝐾−𝑙

∑

𝑖=1

𝑑
2

to BS𝑖 +
𝑁−𝐾−𝑚

∑

𝑗=1

𝑑
2

to CH𝑗) .

(18)

However, it is known that the amplifier energy in a
multipath fading channel model is greater than the amplifier
one in a free space model (𝜖

𝑓𝑠
≺ 𝜖
𝑚𝑝
). Thus, to minimize

𝐸Round, a large part of sensor nodes must operate in a free
space model.

Hence, for each cluster, we propose to take into account
the position and the energy of the different nodes of the
cluster so as to determine its CH. So, the election of the
optimal CH of a given cluster can be made in three stages.

Stage 1. Considering the residual energy of each node allows
determining the average energy of the cluster 𝐸cluster. Besides,
a given node can be viewed as a candidate CH if its residual
energy is greater than a threshold𝐸minCH (this energy is equal
to the energy used to collect, aggregate, and transmit data to
the BS) and is given by the following equation:

𝐸minCH =
󵄨󵄨󵄨󵄨𝑆𝑘
󵄨󵄨󵄨󵄨 ∗ (𝐸𝑅𝑥 (𝐿, 𝑑) + 𝐸Aggregation)

+ 𝐸
𝑇𝑥
(𝐿, 𝑑) .

(19)

So, for each cluster, we select the set of nodes (say 𝑆
1
) that

have a residual energy greater than 𝐸minCH and 𝐸cluster.

Stage 2.Next, we determine the centroid point of each cluster.
These centroid points have new coordinates which are not
equal to any position of sensor nodes in the WSN. Thus, for
each cluster 𝑘, the coordinates of the centroid point are

𝑥
𝑘

centroid =
∑
|𝑆𝑘|

𝑖=1
𝑥
𝑖

󵄨󵄨󵄨󵄨𝑆𝑘
󵄨󵄨󵄨󵄨

, 𝑦
𝑘

centroid =
∑
|𝑆𝑘|

𝑖=1
𝑦
𝑖

󵄨󵄨󵄨󵄨𝑆𝑘
󵄨󵄨󵄨󵄨

. (20)

Then, we select a subset of the candidate CHs from 𝑆
1
that are

close to the centroid point. So as to take into account the error
that could be caused by the system, we introduce a threshold
(𝑑erreur) which represents the error-tolerant that the user can
accept. Next, for each node in 𝑆

1
, we compute the distance

between it and the centroid.Then we determine the subset 𝑆
2

that represents an advanced set of candidate CHs:

𝑆
2
= {𝑖 | 𝑖 ∈ 𝑆

1
, 𝑑 (𝑖, centroid𝑘) ≤ 𝑑erreur} , (21)

where 𝑖 is a node of 𝑆
1
and belongs to the cluster 𝑘.

When we select a CH closer to the centroid point, we
guarantee that the average distances between the non-CH
nodes and the CHs will be minimal:

|𝑆𝑘|

∑

𝑖=1

𝑑
LESCA
toCH𝑖 ≤

|𝑆𝑘|

∑

𝑖=1

𝑑to CH𝑖 .
(22)

Therefore, from (12), we conclude

𝑁−𝐾

∑

𝑖=1

𝐸
LESCA
nonCH𝑖 ≤

𝑁−𝐾

∑

𝑖=1

𝐸nonCH𝑖 . (23)

Stage 3. In this stage, each node in 𝑆
2
computes its distance to

the BS. Then, in each cluster, the nearest node to the BS will
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Table 1: Experimental simulation parameters.

Parameter Value
𝐸elec 50 nJ/bit
𝜖
𝑓𝑠

10 pJ/bit/m2

𝜖
𝑚𝑝

0.0013 pJ/bit/m4

Initial energy 𝐸
0

0.5 J
𝐸DA (energy for data aggregation) 5 nJ/bit/message
Area of network 300 × 300m2

BS coordination (150m, 350m)
𝑑
0

88m
Message size 4000 bits
Number of nodes 500

be elected as a CH. When we select CHs closer to the BS, we
guarantee that the average distances between the CHs and the
BS will be minimal:

𝐾

∑

𝑖=1

𝑑
LESCA
to BS𝑖 ≤

𝐾

∑

𝑖=1

𝑑to BS𝑖 . (24)

Therefore, from (9), we conclude

𝐾

∑

𝑖=1

𝐸
LESCA
CH𝑘 ≤

𝐾

∑

𝑖=1

𝐸CH𝑘 . (25)

From (23) and (25), we obtain

𝐸
LESCA
Round ≤ 𝐸Round. (26)

We conclude that the total dissipated energy during a
round is minimal when the LESCA algorithm is used.

4.4. Data Transmission Step. Based on the id and the num-
bers of nodes |𝑆

𝑘
| in the cluster 𝑘, a schedule Time Division

Multiple Access (TDMA) will be created automatically to
assign to each node a time when it can transmit its data to
the CH. If we suppose that the node with id = 𝑖 is elected
as a CH, the node with id = (𝑖 + 1 + |𝑆

𝑘
|) mod (|𝑆

𝑘
|) is

assigned the first period to transmit its data. Furthermore,
we avoid energy consumption due to synchronization of the
cluster nodes when the CH is elected to assign the TDMA.
To savemore energy in aWSN, we assume that if the distance
between a node and the BS is lower than the distance between
this node and its CH then the node transmits its data directly
to the BS.

5. Simulation Results

In this section, we evaluate the performance of the LESCA
protocol. MATLAB software was used to simulate its perfor-
mances. In this study, we have considered first order radio
model simulation to LEACH and the simulation parameters
for our model are mentioned in Table 1. To validate the per-
formance of LESCA, we simulate a homogeneous clustered
WSN in a field with dimensions 300 × 300m2. The total
number of sensor nodes 𝑁 = 500. The nodes are randomly

0 50 100 150 200 250 300
0
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200

250

300

350
Sensor nodes BS

Figure 4: Distribution of wireless sensor network.

distributed over the field. This means that the horizontal and
vertical coordinates of each sensor are randomly selected
between 0 and maximum value of the dimension. The size
of the message that nodes send to their CHs as well as the size
of the (aggregate) message that a CH sends to the BS is set to
4000 bits. We compare the performance of our LESCA proto-
col and other protocols in the same homogeneous setting.

We notice that, for these simulations, the energy of a node
decreases each time it sends, receives, or aggregates the data.
Besides, each simulation result shown below is the average
of 100 independent experiments where each experiment uses
a different randomly generated uniform topology of sensor
nodes.

In Figure 4, we give an example of WSNs with 𝑁 = 500

nodes randomly distributed in a 300 × 300m2 area.
Figure 5 presents the results of the clustering step using

the LESCA algorithm (Algorithm 1). We note that the net-
work is subdivided into nine clusters; this number of clusters
is obtained by seeking the maximum difference between two
consecutive eigenvalues (Figure 6). As shown, the nodes are
correctly distributed over the sensing area. Also, there is no
intersection between the different clusters.

In order to evaluate the performances of the new pro-
posed protocol, we propose to compare it to

(i) the LEACH-C algorithm [14],
(ii) the DECSA algorithm [16],
(iii) the spectral classification based on Near Optimal

Clustering (Spectral Bipartition) algorithm [20].

The main problem of LEACH-C [14] and DECSA [16]
protocols is the random selection of the CH nodes. It is
obvious that a stochastic CHS selectionwill not automatically
lead to minimum energy consumption during data transfer
for a given set of nodes. All CHs can be located near the
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Figure 5: Network clustering using the LESCA algorithm with𝑁 =

500 and 300 × 300m2 area.
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Figure 6:Difference between two consecutive eigenvalues |𝜆
𝑖
−𝜆
𝑖−1
|.

edges of the network or adjacent nodes can become CHs
simultaneously. In these cases some nodes have to bridge
long distances to reach a CH. Also, in Spectral Bipartition
algorithm [20], when we use only the second eigenvector
of the Laplacian matrix in the clustering setup, we may lose
the connectivity information about the network and obtain a
poor clustering setup. On the other hand, we cannot partition
the network into the optimal number of clusters [22]. The
rotation selection of the CHs may obtain a poor cluster head
selection setup. Also, when the distribution of CHs is not
uniform, some sensor nodes have to transfer data through

a longer distance and the reasonable energy saving is not
obtained.

We use two metrics to analyze and compare the perfor-
mances of the protocols.

(i) Network lifetime. It can be defined as the time interval
between the start of operation (of the WSN) and the
death of the first node alive. In this case, we use
the first node died (FND) metric. FND denotes the
time interval which elapsed until the first node in the
network depletes its energy.

(ii) Number of alive nodes per round.Thismeasure reflects
the total number of nodes that have not yet expended
all of their energy. In this case, we use half of the nodes
died (HND) metric. HND denotes the time interval
which elapsed until half of the nodes in the network
are dead.

(iii) Energy consumption. Uniform energy consumption is
very important for network load balancing.Themore
uniform energy consumption, the less possibility for
node premature death. And the less energy consump-
tion per round, the better network performance.

Figure 7 presents the clustering structure for a certain
round in the simulation. According to LESCA features, it is
intuitive that each cluster is very well distributed and CHs are
located more closely to the cluster centroid.

Figure 8 presents the clustering structure when half of the
sensor nodes died. We can show that the loss of half nodes
does not automatically diminish the quality of service of the
network. Alive sensors are distributed over the coverage area.

Figure 9 gives the curves of the number of nodes alive
over time for the Spectral Bipartition, the LEACH-C, the
DECSA, and the LESCA algorithms. This figure shows a
significant improvement of our protocol in terms of enlarging
the network lifetime. Furthermore, it is obvious that the stable
time of LESCA is extended for the whole network compared
to the other algorithms.

Figure 10 gives the total network energy remaining in
every transmission round by using the four compared
approaches. This energy decreases rapidly in the Spectral
Bipartition, DECSA, and LEACH-C protocols compared to
the LESCA one.

Tables 2 and 3 present the performances of the compared
protocols using different initial energies of nodes. They give,
respectively, the FND and the HND rounds. It is shown
that, for different values of the initial energy, our proposed
approach presents a significant improvement compared to
the others.

Tables 4 and 5 present the effects of the nodes density
on the performances of the compared protocols. They give,
respectively, the FND and the HND rounds. For different
values of𝑁 equal to 100, 300, and 500, our algorithmpresents
an improvement of performances compared to the other
algorithms.

Besides, we can justify the robustness of the new approach
by the way that the clusters are formed and CH nodes are
elected. Indeed, compared to LEACH-C, LESCA considers
the residual energy of sensor nodes and the distances between
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Given a set of sensor nodes𝑋 = {𝑥
1
, 𝑥
2
, . . . , 𝑥

𝑁
} ∈

R𝑁×𝑁 that we want to cluster into 𝐾 clusters.
(1) Form the affinity matrix 𝐴 ∈ R𝑁×𝑁 defined by:

𝐴 = [𝑎
𝑖𝑗
] =

{{

{{

{

exp(
−𝑑
2
(𝑖, 𝑗)

2𝜎2
) 𝑖𝑓𝑑(𝑖, 𝑗) ≤ 𝑑

0
𝑎𝑛𝑑 𝑖 ̸= 𝑗

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(2) Define 𝐷 to be the diagonal matrix whose (𝑖, 𝑖)—𝑒𝑙𝑒𝑚𝑒𝑛𝑡
is the sum of A’s 𝑖th row, and construct the matrix
𝐿 = 𝐷

−1
⋅ 𝐴

(3) Find 𝑢
1
, 𝑢
2
, . . . , 𝑢

𝐾
the 𝐾 largest eigenvector of 𝐿 (chosen

to be orthogonal to each other in the case of repeated
eigenvalues) and form the matrix 𝑈 = [𝑢

1
, 𝑢
2
, . . . , 𝑢

𝐾
] ∈

R𝑁×𝐾 by stacking the eigenvectors in columns.
(4) Treating each row of 𝑈 as a point inR𝐾, cluster them
into 𝐾 clusters via 𝐾-means.
(5) Finally, assign the sensor node 𝑥

𝑖
to cluster 𝐶

𝑗
if and

only if row 𝑖 of the matrix 𝑈 was assigned to cluster 𝐶
𝑗
.

Algorithm 1: Clustering step.

Table 2: Impact of the initial energy quantity on the performance of the four compared algorithms (FND)𝑁 = 500.

Initial energy of nodes First node died
LESCA Spectral Bipartition LEACH-C DECSA

0.5 J 174 120 16 24
1 J 318 253 29 32
1.5 J 445 375 37 51
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Figure 7: Snapshot of the network when cluster heads are elected.

sensor nodes and the BS when it chooses the CHs. Also, com-
pared to DECSA, LESCA considers the distances between
the centroids points and sensor nodes when it chooses the
CHs. These additional two distances allow determining an
optimal position of the new CH to be elected. This position
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Figure 8: Snapshot of the network when half of the nodes are dead.

guarantees that the consumed energy of the CHs will bemore
optimal than the energy of the CHs determined by other
algorithms. Finally, compared to the Spectral Bipartition,
our approach defines an optimal number of clusters by the
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Table 3: Impact of the initial energy quantity on the performance of the four compared algorithms (HND)𝑁 = 500.

Initial energy of nodes Half of the nodes died
LESCA Spectral Bipartition LEACH-C DECSA

0.5 J 559 429 39 130
1 J 1041 857 50 257
1.5 J 1761 1278 75 383

Table 4: Impact of the nodes density𝑁 on the performance of the four compared algorithms (FND) 𝐸
0
= 0.5 J.

Number of nodes First node died
LESCA Spectral Bipartition LEACH-C DECSA

100 77 50 9 18
300 150 115 14 20
500 174 120 16 24
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Figure 9: Number of nodes alive over time of the compared
protocols𝑁 = 500.

distances between sensor nodes and the spectral classification
theory.

6. Conclusion

In this paper we have presented and detailed a new method
of clustering in WSN based on spectral classification. Our
approach optimizes the energy consumption. In particular,
it uses the method of 𝐾-ways to cluster the network and
a new technique to select CHs. Furthermore, the approach
considers both the position of each node and its residual
energy to determine an optimal position of the appropriate
CHs. Particularly, distances between nodes and the BS and
distances between nodes and the centroids of the clusters
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Figure 10: Evolution of the remaining energy in the network during
the transmission rounds.

allow minimizing the consumed energy in the network.
In addition, we have measured and compared robustness
and performances of our algorithm and three others. The
experiments results have shown that LESCA presents a
significant performance improvement in terms of energy and
lifetime gains, compared to the others. Further works remain
for studying other spectral classification techniques which
may be more efficient in this kind of applications. Selecting
the robust onewill be the primordial step in the comingwork.
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Table 5: Impact of the nodes density𝑁 on the performance of the four compared algorithms (HND) 𝐸
0
= 0.5 J.

Number of nodes Half of nodes died
LESCA Spectral Bipartition LEACH-C DECSA

100 292 124 21 43
300 469 273 26 78
500 174 120 39 130
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