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This paper presents a framework for reliable and efficient streaming of H.264 video over an IEEE 802.11-based wireless network.
The framework relies on a cross-layer mechanism that jointly adapts the video transcoding parameters at the application layer
and the video transmission parameters at the data-link layer to the network conditions defined by buffer length and wireless
propagation channel. The effectiveness of the proposed framework is demonstrated through the transmission of three test video
sequences (Akiyo, Container, and Foreman) having different degrees of motion over an IEEE802.11 wireless network. Simulation
results show that the proposed cross-layer-based framework provides an enhancement of up to 3 dB in the video quality with a
negligible increase (<5%) in the packet processing time. Hence, the proposed framework achieves a good balance in the tradeoff
between video quality and packet processing time. The proposed framework, along with its performance results, provides valuable
insights on the selection of network parameter values for efficient and reliable transmission of video applications in wireless
networks.

Copyright © 2009 A. Moid and A. O. Fapojuwo. This is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

1. Introduction

In recent years, the advances in efficient video compression
technologies have made it possible for the transmission
of video applications over bandwidth constrained wireless
channels. The H.264 video format, which is a latest state-
of-the-art international video coding standard developed by
the joint video team (JVT) of ITU-T and ISO/IEC [1], is
recently adopted as a dominant video coding standard in
mobile broadcasting and in other advanced video streaming
networks. Due to its excellent compression efficiency and
ability to adapt to different mobile devices [2], service
providers, such as online video storage and telecommuni-
cations companies, are also beginning to adopt H.264 to
their system model. As far as real-time video streaming
over wireless channel is concerned, researchers have already
started working toward adapting the H.264 standard for
video streaming applications [3], thereby making real-
time transmission of the time-sensitive video information
possible over bandwidth-constrained wireless channels.

Currently, video is pre-encoded at the content provider’s
server at different bit-rates, and the clients select the

video stream based on their requirements. This method
is not an intelligent way of streaming the video content
because the network resources can sometime be overused
or under-utilized. The use of real-time transcoder, also
called transcoder-on-fly, is suggested in literature [4] to
adapt the video stream to the network conditions, defined
by buffer length and wireless propagation channel. Video
transcoding is a process of recompressing a video stream
according to the end-user’s requirement. The essential part
of the process is to closely meet the constraints of the
target applications. For example, in the wireless domain,
constraints include the varying channel conditions, available
transmission bandwidth, current traffic load, desired spatial
or temporal resolution, delay allowance, error resilience, and
so forth. Homogeneous and heterogeneous transcoding are
possible where, in the former, the conversion of bit-stream
is done within one video standard and, in the latter, bit-
stream conversion is done using multiple video standards.
As the H.264 standard is efficient in both the storage and
transmission, in this work, we have focused only on the
homogeneous transcoding method.
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Among the existing techniques of transcoding, the bit-
rate reduction techniques are the most efficient ones [5],
which provide the dynamic adjustment of bit-rate to meet
the conditions of required output video stream. Usually, the
bit-rate of the compressed video can be adjusted by changing
the quantization parameter (QP) at the re-encoding process,
where larger quantization steps (QSs) are used for generating
lower bit-rate video stream. When the channel condition
is bad, the transmitted video is encoded at a lower bit-
rate, to avoid any retransmission delay and packet-loss. This
adaptation does not only provide a smooth video quality at
the end device but also minimizes the load on the network.

Two different types of problems are typically coexisting
in wireless video streaming networks [6, 7]: (1) stabilizing
the video buffers at the application layer, and (2) providing
efficient error-resilience functionality at the data-link layer.
Conventionally, the error-resiliency is provided by injecting
the redundant packets in the video stream, but this injection
destabilizes the video buffer at the decoder side. Hence, both
the aforementioned problems need a joint treatment. As
channel adaptive video transcoding is proven to be the most
efficient way for video streaming over the wireless channel
[8], there is a requirement of redefining the transcoder and
decoder buffer dynamics for variable bit-rate encoded videos.
At the same time, care must be taken to avoid any packet
dropping at the decoder side due to exceeding the deadline
time limit. In this paper, both the buffer constraint at the
application layer and the time constraint at the data-link
layer are jointly treated using a cross-layer mechanism, to
achieve an efficient video streaming solution.

Based on the specific applications and requirements,
different bit-rate reduction transcoding algorithms are pro-
posed in literature. Recently, a significant improvement
in transcoding efficiency is reported in [9], where the
authors propose a rate-distortion- (RD-) based model, using
different Lagrangian multipliers in the pixel and transform
domains to obtain the optimum results. The RD cost is
minimized in both pixel and transform domains and exper-
imental results show that the proposed transcoding model
provides a good balance in the tradeoff between high perfor-
mance and transcoding speed. An error-resilient transcoding
scheme is presented in [10], where RD-optimized intra-
and intermode decisions are made, based on the impact of
channel errors propagated to the next frame. The proposed
scheme in [10] enhances the performance of the error-
resilient transcoder and improves the robustness of the
generated bit-stream against packet loss. High peak-signal-
to-noise-ratio (PSNR) improvement is also achieved due
to the error-resilience property of the scheme proposed in
[10]. The authors in [11] have shown that for constant
bit-rate video coding, the encoder buffer size can solely be
maintained by changing the decoder buffer size according
to the bit-rate conversion ratio and transcoder buffer size.
Although the constant bit-rate videos are more sensitive to
varying channel errors, still the finding that the transcoder
buffer can be controlled by the decoder buffer is phenomenal
[11] and this has been exploited since then. For example,
a fuzzy-logic-based congestion control algorithm has been
developed in [12], which changes the sending rate of a

video transcoder based on the packet description, instead
of using the feedback information of packet loss. A cross-
layer packetization and retransmission technique for delay
sensitive applications over wireless networks is presented in
[13], where the proposed greedy algorithm takes advantage
of the available information on retransmission attempts at
the medium access control (MAC) layer for improving the
streaming video quality. Although the approach presented
in [13] might be useful for wavelet coders, where some
sub-bands are more important than the others, this scheme
cannot be generalized to H.264 video encoders because of
the equal priority of all P-frames (i.e., predicted frames).
However, the idea of using the retransmission information
available at the MAC layer is attractive and can be utilized to
assess the network conditions.

The motivation for this work comes from the fact that to
the best of our knowledge, a framework for video streaming
over the wireless network, considering both the application
and data-link layer constraints, is missing in literature. In this
paper, we present a cross-layer-based framework for efficient
transcoding of the incoming video stream, where a joint
treatment of the application layer buffer stabilization and
data-link layer error resiliency is considered. This serves as
the paper’s main contribution.

The paper is organized as follows. Section 2 is the core
of the paper where the proposed cross-layer-based video
streaming framework is described in detail along with
analysis of the relevant parameters. The performance of the
proposed framework and simulation results are presented
and discussed in Section 3. Section 4 concludes the paper.

2. Video Streaming Framework

2.1. Preliminaries. The proposed cross-layer-based frame-
work comprises a cross-layer module (CLM) that interfaces
with the application and data-link layers of the TCP/IP
protocol stack, as shown in Figure 1. The CLM consists of
four main elements, which are briefly summarized here and
their detailed treatment is provided in later subsections.
First, the channel estimator is the nucleus of the CLM
responsible for estimating the current channel conditions,
which are extracted from the information on the packet
transmission attempts available at the data-link layer. The
estimated channel information is then fed to the buffer
controller, transcoding controller, and FEC/ARQ controller,
as shown in Figure 1. The second element of the CLM is the
buffer controller, which uses the channel information from
the channel estimator to control the application layer’s buffer
overflow/underflow. The third element of the CLM is the
transcoding controller, which calculates the video transcod-
ing rate in real-time, based on the information available
from the channel estimator and the buffer controller. The
final element of the CLM is the FEC/ARQ controller, which
optimally calculates the number of redundant FEC packets
required for providing the error resilient functionality, based
on the estimated channel information. The paper shows that
by combining all the four elements of proposed framework, it
is possible to achieve an efficient and reliable video streaming
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Figure 1: Augmented TCP/IP stack with the proposed cross-layer
module (CLM).

over wireless networks. It is important to note here that
the application layer buffer management and video rate
calculation functionalities can be generalized to any video
format and any wireless network. However, the data-link
layer error resilient functionality can only be applied to the
protocols where FEC and ARQ schemes can be implemented,
such as IEEE 802.11 wireless network. Hence, in this work,
we have only considered the infrastructure mode IEEE
802.11 wireless network, where a video client is connected
to an access point (AP), as illustrated in Figure 2. The
incoming video frames are stored at the transcoder buffer
before the transcoding operation starts at the AP, where the
proposed CLM has also been implemented. In the ensuing
analyses and simulations, the transmitter refers to the AP,
while the video client is termed as the receiver. The decoder
functionality is implemented at the receiver, where video
frames are eventually received, buffered, and rendered to the
client’s terminal. Also, throughout the paper, a packet refers
to an IEEE 802.11 data-link layer protocol data unit whereas
a frame denotes a video frame at the application layer. In this
paper, the terms CLM and cross-layer framework will also
be used interchangeably. A slow varying wireless channel is
considered in which the channel state does not change during
the transmission of one frame. The preceding statement
implies that a form of microdiversity is implemented at the
AP and wireless client device to combat fast fading.

2.2. Channel Estimation. As the wireless channel varies
unpredictably over time and space dimensions, the first
step in building the proposed framework is estimating
the current wireless channel condition. Conventionally, the
channel errors are characterized by the average bit-error
rate (BER). According to [14], accurate modeling of the
BER requires knowledge of channel coding schemes and

the modulation type used. For IEEE 802.11 wireless local
area network (WLAN), the modulation types and channel
coding schemes vary dynamically based on the data-rate
and channel errors [15]. Therefore, instead of using a
conventional channel estimator for IEEE 802.11 channel that
extracts the information directly from the physical layer,
we have used the information of the packet transmission
attempts from the data-link layer to estimate the required
channel information, which is also consistent with [13].

In a wireless environment, it is important to note that
the channel state information (CSI) available at the receiver
side cannot directly be used at the transmitter side because
of the latency involved in information transfer from the
receiver to the transmitter. Therefore, all the real-time video
streaming solutions rely on the channel estimation at the
transmitter side, where a channel estimation is made, based
on different parameters available directly at the transmitter
(e.g., the retransmission parameter).

Here is how the channel estimator works. A transmission
attempt counter is associated with every outstanding packet
at the data-link layer. The counter is initialized to zero
for each new packet to be transmitted and incremented by
one at every transmission attempt. A maximum number of
transmission attempts (Rmax) is enforced for each packet, in
order to prevent excessive packet delay. In essence, further
transmission of a packet after Rmax unsuccessful transmission
attempts is aborted at the data-link layer, this packet is then
recovered by higher layer error control mechanisms. Note
that each transmission attempt at the data-link layer costs a
round-trip time (RTT), which is a measure of the delay in
the network. Due to the associated RTT cost, Rmax is limited
for time-sensitive applications, such as video streaming. If
the number of transmission attempts reaches Rmax, this
indicates a bad network condition. The typical Rmax value
for IEEE 802.11-based wireless network is 4 [16]. In this
paper, we assume the threshold of L1 = 1 transmission
attempt to indicate a good channel. A second threshold of
L2 = 2 indicates a moderate channel condition. The channel
condition is considered to be bad if a packet gets transmitted
in 3 or 4 attempts, which is also consistent with [13].

Based on the available channel information through the
packet transmission attempts and the optimum size of the
application layer buffer sizes calculated, the application layer
then invokes the best strategy to transcode the incoming
video bit-stream. This is a bottom-up approach in which
the quality of streaming video is maximized for a given set
of network conditions. Similarly, the channel information is
used at the data-link layer to calculate the required number
of redundant FEC packets to maximize the error-resilience
functionality.

2.3. Buffer Management at the Application Layer. Buffer
management is another feature of the proposed framework,
implemented in the buffer controller, as shown in Figure 1.
For real-time video streaming applications, the application
layer buffer sizes at both the transcoder and decoder sides
play an important role in system performance (e.g., the
overall power budget requirement [17]). The key to the
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Figure 2: Infrastructure mode IEEE 802.11 wireless network for video streaming.

application layer buffer management is the rate-control
scheme employed. A rate control scheme determines the
optimum transcoding rate, which is used during the video
compression process to adjust the coding parameters, for
example, the QP to prevent the application layer buffers from
overflow or underflow. Various rate-control schemes have
been studied in literature, for example, TM5 for MPEG-
2 [18], TMN8 for H.263 [19], VM-18 for MPEG-4 [20],
and JVT-I049 for H.264 [21]. To analyze and meet the
buffer constraints at the application layer, in this section, we
first determine the buffer occupancy at both the transcoder
and decoder sides. It is assumed that the maximum size of
transcoder and decoder buffers is limited and denoted by
Bmax
t and Bmax

d (in bits), respectively. Moreover, the decoder
has a cushion of F video frames in its buffer to provide
protection against any blackout periods, in case of buffer
underflow. At time t, let the transcoder and decoder buffers
be denoted by Bt(t) and Bd(t), respectively. We assume that
at the startup time t = 0, both the transcoder and decoder
buffers are empty, that is, Bt(0) = 0 and Bd(0) = 0,
respectively.

2.3.1. Transcoder Buffer. Let r(t) denote the incoming video
bit-rate (in bits/sec) at the transcoder input, r′(t) denotes the
bit-rate (bits/sec) of the transcoded video, and Rc(t) is the
channel bit-rate (bits/sec). The transcoded video bit-rate can
be written as r′(t) = β(t)r(t), where β(t) is a scaling function.
After a video frame y is processed at the transcoder, the total

number of bits generated R
(y)
bg (T) at the buffer, during a video

frame interval time T , is calculated by

R
(y)
bg (T) =

∫ yT

(y−1)T
r′(t)dt, (1)

where y (≥1) is the video frame index and T is the frame
interarrival time.

Similarly, the transmitted bits R
(y)
bt (T) from the

transcoder buffer, during the interval (y − 1)T to yT ,
is

R
(y)
bt (T) =

∫ yT

(y−1)T
Rc(t)dt. (2)

The instantaneous transcoder buffer occupancy at any time t
can be calculated as

Bt(t) =
∫ t

0
(r′(h)− Rc(h))dh. (3)

More specifically, the transcoder buffer occupancy after
transcoding y frames is given as

Bt
(
yT
) =

∫ yT

0
(r′(h)− Rc(h))dh. (4)

This can also be written in discrete form as

Bt
(
yT
) =

y∑
s=1

[
R(s)

bg (T)− R(s)
bt (T)

]
, (5)

where s (≥1) is the frame index.
Equation (5) shows the buffer occupancy after transcod-

ing the yth frame is just the summation of all the accumu-
lated bits at the transcoder buffer during the interval 0 to yT .
Equation (5) can also be written in a recursive manner:

Bt
(
yT
) =

y−1∑
s=1

[
R(s)

bg (T)− R(s)
bt (T)

]
+
[
R

(y)
bg (T)− R(y)

bt (T)
]

= Bt
((
y − 1

)
T
)

+
[
R

(y)
bg (T)− R(y)

bt (T)
]
.

(6)

To avoid transcoder buffer overflow/underflow, the con-
straint is given as

0 < Bt
(
yT
) ≤ Bmax

t . (7)

Equation (7) is interpreted to mean that overflow at the
transcoder buffer can be avoided if the instantaneous
transcoder buffer occupancy is kept equal to or below the
maximum buffer size. Similarly, if the transcoder buffer
occupancy exceeds zero, the underflow of video packets can
be avoided. Note that only the overflow constraint at the
transcoder is of critical nature because its violation would
result in packet loss and, consequently, quality loss. The
underflow constraint at the transcoder side can be ignored
because the decoder might still have the cushion packets to
be rendered on the client’s device.

By making use of (6) in (7) we have:

Bt
((
y − 1

)
T
)

+ R
(y)
bg (T)− R(y)

bt (T) ≤ Bmax
t . (8)

Equation (8) is useful for calculating the upper bound on the
transcoder buffer size, from knowledge of the transcoding
rate, channel rate, and previous buffer occupancy conditions.
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2.3.2. Decoder Buffer. Let r′′(t) denote the rate (in bits/sec)
of rendering the video sequence to the user terminal. The

number of bits rendered R
(y)
br (T) to the video terminal during

the interval (y − 1)T to yT is given as

R
(y)
br (T) =

∫ yT

(y−1)T
r′′(t)dt. (9)

As the decoder waits for F frames before starting the
decoding process, this corresponds to a delay of FT seconds.
The initial decoder buffer occupancy at t = FT can be
calculated as

Bd(FT) =
F∑
s=1

R(s)
bt (T), (10)

which is the accumulation of incoming bits over F frames. In
general, the decoder buffer occupancy after decoding the yth
frame is given by

Bd
(
yT
) = Bd(FT) +

y∑
s=1

[
R(F+s)

bt (T)− R(s)
br (T)

]
. (11)

The expression given in (11) states that the instantaneous
decoder buffer occupancy is a function of the initial buffer
occupancy and accumulated bits at the decoder buffer.

On the decoder side, both the buffer overflow and
underflow are avoided by maintaining the condition:

0 < Bd
(
yT
) ≤ Bmax

d . (12)

Equation (12) reveals that the decoder buffer underflow
can be avoided by keeping the instantaneous decoder buffer
occupancy above zero, and to avoid the buffer overflow, it is
required to keep the instantaneous decoder buffer occupancy
equal to or below the maximum buffer size. Both the
underflow and overflow are of critical nature at the decoder
side because the former will lead to the terminal screen
blackout due to packet starvation, and the latter would cause
packet dropping, eventually leading to video jerks. Hence,
proper care should be taken in designing the dynamic buffers
at the decoder, to minimize or eliminate the occurrence of
buffer overflow and underflow.

Applying (11) in (12), the buffer underflow constraint
becomes

y∑
s=1

[
R(s)

br (T)− R(F+s)
bt (T)

]
< Bd(FT). (13)

The expression given in (13) is the key to finding the
threshold number of video frames (F) that the decoder must
keep in its buffer to avoid any underflow. For a fixed video
rate and, by combining (10) and (13), the minimum number
of frames F can be determined.

Similarly, applying (11) in (12), the decoder buffer
overflow is avoided by maintaining the condition:

Bd(FT) +
y∑
s=1

[
R(F+s)

bt (T)− R(s)
br (T)

]
≤ Bmax

d . (14)

Once F is determined from the underflow constraint, the
upper bound Bmax

d can then be calculated.

2.4. Video Transcoding Rate Calculation. The first step in
calculating the transcoding parameters (e.g., target bit-rate
and QP) is the bit-budget allocation [1], where an estimate is
made to distribute the available bits to each frame. Depend-
ing on the scheme chosen for the rate-quantization (RQ)
optimization (linear or quadratic), a QP is then assigned
to each frame to meet the calculated target encoding rate.
This calculation is refined after encoding each frame, where
the actual remaining bits are recalculated to be distributed
to the remaining frames. The target bit-rate to encode each
frame is calculated based on different parameters, such as
real-time application layer buffer status, target buffer level
of the transcoder, available channel bandwidth, frame rate,
actual bits used to encode previous frame, and so forth. The
moving vector information in video sequences yields more
complex frames and more bits are required to encode such
complex frames, thus generating a large number of bits in
the transcoder buffer. In case of bad channel condition when
packets that cannot be promptly transmitted cause queue
buildup, it is required that the transcoding rate be reduced
so as to minimize buffer overflow. As far as video coding is
concerned, the original MPEG-4 design uses the periodic I-
frames (i.e., intraframes) [22], whereas the state-of-the-art
H.264 encoder design suggests very few I-frames to be used
for refreshing the video quality [1]. Based on the practical
H.264 codec design [23], it is assumed that the first frame of
a video sequence is encoded as an I-frame, followed by the
P-frames in the sequence. The total number of bits required
to encode an arbitrary frame y can then be calculated as [1]

R
(y)
bg (T) = (1− α) · R(y)

1 (T) + (α) · R(y)
2 (T), (15)

where α is the model parameter of which the JVT-G012
standard [24] suggests the value of α = 0.75. Moreover, R1

and R2 are the transcoding rates (bit/frame) based on the
application layer buffer status and amount of bits remaining
to encode the frame, respectively, and given by [1]:

R
(y)
1 (T) = Rc(T)

fr
+ η
(
B

(y)
T (T)− B(y)

C (T)
)

, (16)

R
(y)
2 (T) = (γ)Rrem

Nrem
+
(
1− γ)R(y−1)

act (T), (17)

where, fr in (16) is the video frame rate (frames/sec), and
η is the model parameter (JVT-G012 standard [24] suggests

the value of η = 0.5). The functions B
(y)
T (T) and B

(y)
C (T)

are the application layer target and actual buffer occupancies
(bits/frame) for frame y, respectively, and given as [1]:

B
(y)
T (T) = B

(y−1)
T (T)− Bt

(
yT
)

y − 1
,

B
(y)
C (T) = B

(y−1)
C (T) + R

(y−1)
bg (T)− Rc(T)

fr
.

(18)

In (17), γ is the model parameter (JVT-G012 standard [24]

suggests γ = 0.875), R
(y−1)
act (T) is the amount of actual bits

used to encode the (y − 1)th frame, and Rrem is the amount
of remaining bits to encode the subsequent remaining frames
Nrem.
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Input: number of transmission attempts = L, R
(y)
bg (T)

Output: R
(y)
bg (T)

Begin
i f (L ≤ L1)
{ /∗channel state = Good∗/

R
(y)
bg (T) = 1.2R

(y)
bg (T)

}
elsei f (L ≤ L2)
{ /∗channel state =Moderate∗/

R
(y)
bg (T) = R

(y)
bg (T)

}
else
{ /∗channel state = Bad∗/

R
(y)
bg (T) = 0.8R

(y)
bg (T)

}
End

Algorithm 1: Refining the calculated target transcoding rate.

The target bit-rate of a frame, calculated in (15), is
required to be further refined by considering the current
channel conditions. We propose here a further reduction in
the video transcoding rate under bad channel condition. This
will not only help reduce the loading on the network but also
smooth-out the transcoded video stream. For the moderate
channel (i.e., the number of transmission attempts≤ L2), the
calculated video bit-rate is used as it is, to take full advantage
of the current channel state. Finally, when the channel
condition is good (i.e., the number of transmission attempts
≤ L1), the target bit-rate is increased to exploit the good
channel condition for higher video quality. The proposed
algorithm for refining the calculated target transcoding rate
is then given by Algorithm 1.

Note that the multiplication factors 1.2, 1, and 0.8
in Algorithm 1 are the rate adjustment factors, which are
empirically determined for each channel condition. For the
good channel condition, we select a rate adjustment factor
of 1.2 because higher values lead to a disruption of the pre-
calculated bit-budget allocation in H.264 encoder [1], which
should be avoided. Also, in case of bad channel condition,
we use a rate adjustment factor of 0.8 because lower values
distort the video quality. The rationale for selecting a rate
adjustment factor of 1 for moderate channel condition was
stated earlier.

Once the refined target bit-rate is obtained, the next
step is to calculate the QP for transcoding the incoming
video sequence. In H.264/AVC reference software [25], the
QP is mapped to QS: when QP increases by a step of size
6, the size of QS doubles. For a given bit-rate, selecting
the optimum QP for encoding the video sequence can
naturally be posed as an optimization problem, solved by,
for example, Lagrangian multiplier methods. Both the linear
and quadratic RQ models are proposed for selecting the QP
when the target bit-rate is available. Although the quadratic
model has a higher accuracy than the linear model in QP
selection, the model is unsuitable for real-time transcoding

Input: Npd , NFEC, Ttot, Tdl, Tav

Output: NFEC, Ttot

Begin
while ((Ttot > Tdl)&(NFEC > 0))
{
NFEC = NFEC − 1

Ttot =
∑Npd+NFEC

i=1 Tav

}
End

Algorithm 2: Enforcing the time constraint at the data-link layer.

because of its complexity [26]. Consequently, a linear RQ
model is selected in this work to achieve a good balance in
the tradeoff between complexity and accuracy, for real-time
video streaming application, as shown in what follows:

R
(y)
bg (T) = MAD(y)X

(y)
1 (T)

QP(y) + X
(y)
2 (T), (19)

where MAD is the mean absolute difference of the motion
information between a reference frame and a predicted
frame, and is used as a measure of frame complexity. The
functions X1 and X2 are model parameters of the linear RQ
model, which are updated after transcoding every frame [24].

2.5. Meeting the Time Constraint at the Data-Link Layer. The
fourth key element of the proposed cross-layer-based video
streaming framework is the optimum FEC/ARQ controller,
which selects the number of redundant FEC packets for a
given Rmax, at the data-link layer. To prevent a video packet
from being rejected at the receiver, the total transmission
time of a video frame (Ttot) must satisfy the time constraint
of Ttot ≤ Tdl, where Tdl is the deadline time (i.e, the
arrival time of the next video packet at the decoder) of a
given video frame. As the deadline time is independent of
the existing number of packets in the decoder queue [27],
the time constraint Ttot ≤ Tdl can only be fulfilled by
adjusting Ttot. Moreover, Ttot further depends on the average
transmission time of a packet and total number of data-
link layer packets of the given video frame, given by [27]

Ttot =
∑Np

i=1Tav, where, Tav is the average transmission time of
a single packet andNp represents the total number of packets
after FEC redundancy is added to the given video frame. If
the given video frame is segmented into Npd packets, then
Np is given by Np = Npd + NFEC, where NFEC is the (initial)
number of redundant FEC packets, determined using the
cost-throughput ratio- (CTR-) based method proposed in
[28]. Based on the calculated average transmission time of
a video packet, NFEC needs to be reduced to satisfy the
above time constraint. The time constraint is enforced by
Algorithm 2.

Algorithm 2 shows that the number of redundant FEC
packets is reduced until the time constraint is met or the
number of FEC packets reduces to zero, whichever comes
first. If the maximum number of transmission attempts
(Rmax) at the data-link layer can be controlled, Algorithm 3
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Input: Npd , NFEC, Tdl, Rmax, Tav

Output: NFEC, Ttot, Rmax

Begin
while ((Ttot > Tdl)&(NFEC > 0))
{
NFEC = NFEC − 1

Ttot =
∑Npd+NFEC

i=1 Tav

}
while ((Ttot > Tdl)&(Rmax > 1))
{
Rmax = Rmax − 1

Ttot =
∑Npd+NFEC

i=1 Tav

}
End

Algorithm 3: Enforcing the time constraint at the data-link layer
(Algorithm 2 refined).

serves the purpose of meeting the time constraint by
reducing Rmax in addition to NFEC.

Algorithm 3 shows that if the time constraint is violated,
the constraint can be met by reducing the number of
redundant FEC packets in a video frame and also limiting
the number of transmission attempts.

2.6. Summary. A flowchart that describes the operation of
the proposed video transcoding and transmission framework
is depicted by Figure 3. The first frame of video sequence is
fed to the transcoder, where it is analyzed and, depending
on the specified video bit-rate, the initial preset QP is used
for transcoding the first frame. As the transcoder buffer
was empty before transcoding the first video frame of the
group of pictures (GOPs), the dynamic buffer adjustment
is not required at this moment. However, if the current
video frame is not the first, then the video transcoder
calculates the new transcoding parameter, that is, the QP,
based on the following information: actual transcoder buffer
occupancy, target buffer level, available channel bandwidth,
frame rate, bit-rate of the previous frame, and channel
information from the channel estimator. If the conditions
of application layer buffer constraints are met at both
the transcoder and decoder sides, the calculated QP is
used for transcoding. Otherwise, in the case of buffer
violation due to source coding rate adjustment, a default
QP is used to transcode the given frame. Once the video
frame is transcoded, it is passed to the data-link layer
for processing of the FEC/ARQ functionality. The CTR-
based model presented in our previous work [28] is used
at this level to generate the initial number of redundant
FEC data-link layer packets which serve as an input to
Algorithms 2 and 3. For the given ARQ maximum number
of transmission attempts, the redundant number of FEC
packets is adjusted based on Algorithm 2 or Algorithm 3.
Channel estimator then estimates the channel condition
based on the number of transmission attempts for a packet.

The estimated channel information is then fed back to
the application and data-link layers for transcoding and
transmitting the next video frame. In summary, the proposed
CLM provides the joint functionalities of efficient video
transcoding and error-resiliency by considering both the
application layer buffer occupancy and data-link layer time
constraints.

3. Performance Evaluation

We evaluate, using the simulation approach, the performance
of the proposed video streaming framework by streaming
three video clips of different motion categories over an
IEEE 802.11 wireless network. The three video streams
selected for our evaluation are Akiyo, Container, and Foreman
categorized as belonging to slow, medium, and fast motion,
respectively. The simulation code was developed using the
NS2-based platform [29], enhanced by EvalVid framework
[30]. The JM reference software (ver. 13.2) [25] has been
used for bit rate adjustment during the transcoding of an
incoming video sequence. To capture the realistic network
operation conditions, three different traffic sources are
considered in the simulation environment: (1) an FTP source
transmitting packets using TCP protocol, (2) an exponential
source transmitting packets using the UDP protocol, and (3)
a video streaming source transmitting the test video clips.
The FTP source represents a bulk file transfer application
over the TCP protocol and, for the simulation, the file is
considered big enough such that there is always data to
transmit over the length of the simulation. The exponential
source represents the bursty traffic, with a maximum packet
size of 1500 bytes. Burst time and idle time are each
set to 0.5 second and the source rate is set at 256 Kbps.
Only the first 100 frames of each video stream considered
are encoded for this study, which capture all the motion
sequences in each video stream. The first frame of the
video sequence is an I-frame, containing only the intracoded
macroblocks, while the subsequent frames are P-frames that
allow both the intra coded and predicted macroblocks. The
video frame rate is set to 30 frames per second, as such
Tdl is considered to be 1/30 seconds. To avoid any packet
dropping at both the transcoder and decoder buffers, the
respective maximum buffer sizes Bmax

t and Bmax
d are kept

to 5 times the size of an average I-frame (5 × 10, 000
bits), while a cushion size of F = 3 frames is chosen at
the decoder side. RD optimization [1] was enabled and
context adaptive binary arithmetic coding (CABAC) [1] was
used for the entropy encoding. Without loss of generality,
an IEEE 802.11b link is selected between the AP and the
client device, where the maximum data-rate is 11 Mbps.
Joint FEC/ARQ [28] mechanism is implemented at the data-
link layer to generate the redundant FEC packets, for error
correction. The number of FEC packets generated for the
good channel condition, when the probability of data-link
layer packet error (μ) ranges from 10−4 to 10−2, is too
few to be used for comparison. Therefore, only moderate
to bad channel conditions are considered (when μ ranges
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Figure 3: Flow of operations in the proposed framework (GOPs: group of pictures).

from 10−2 to 100). This gives a more realistic count of the
redundant FEC packets required for comparison. We assume
the Gilbert-Elliot (GE) channel model, which defines the
wireless channel to be in either good or bad state and Pxy
is the probability of going from state x to y, where x, y ∈
{0, 1}, 0 and 1 being the bad and good states, respectively.
The channel state transition probabilities are set to P00 =
0.5, P01 = 0.5, P10 = 0.1, and P11 = 0.9, representing the
wireless channel has a tendency of being in the good state
most of the time.

3.1. Processing Time at the Access Point Buffer. The increase
in processing time of a video packet at the AP is an
important metric to quantify the cost associated with the
proposed cross-layer framework versus the improvement in
video quality. When the cross-layer framework for video
transmission is not implemented, the AP puts video packet
in the transmission queue without any preprocessing of the
packet. However, when the proposed framework is used,
there is an associated delay at the AP, where the video
packets are processed (at both the application and data-link
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layers) for delivery. Three different scenarios are considered
to compare the processing times at the AP buffer: (1) the
parameters of both the application and data-link layers are
adapted using the proposed framework (denoted by w/ CL
A+D), (2) when only the parameters at data-link layer are
adapted (denoted by w/ CL, only D), and (3) without any
adaptation of parameters at the application and data-link
layers (denoted by w/o CL). In Figure 4, the processing times
at the AP are compared for the three test video sequences,
under the moderate channel condition (μ = 10−2). All these
processing times are normalized with respect to the packet
processing time when no cross-layer signaling mechanism is
used (w/o CL). Two observations can be made from Figure 4.
First, the processing times are independent of the video
motion category, and second, the highest processing delay is
incurred when the proposed framework is used, due to the
extra processing required at both the application and data-
link layers. As the maximum size of a video packet at data-
link layer is predefined and the packet sizes belonging to the
video clips of different motion categories are identical, there
is no effect of video motion category in the packet processing
time. Comparing the results of cases (1) and (2), it is seen
from Figure 4 that when parameters of both the application
and data-link layers are jointly adapted (case 1), there is a
marginal delay increase of less than one percent compared to
that of case 2. This indicates that adapting the transcoding
parameters at the application layer to the current channel
conditions does not produce significant processing delays.
This is attributed to the fact that the application layer merely
limits the calculated value of the QP using the information
available from cross-layer signaling mechanism. On the
other hand, when the parameters at the data-link layer are
adapted for a given maximum value of the transmission
attempts (e.g., Rmax = 2 in this case), the calculation
and generation of the number of FEC packets take much
of the processing time, that is, approximately 3.5 percent
above the processing time when the cross-layer signaling
mechanism is not used. It is concluded from Figure 4 that
there exists a small (3–5 percent) processing time cost
associated with the implementation of the proposed cross-
layer framework.
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Figure 5: Number of redundant FEC packets (for 100 frames)
for the three test sequences: (a) Akiyo, (b) Container, and (c)
Foreman.
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3.2. Number of Redundant FEC Packets. For the bad channel
condition (i.e., μ ranges from 10−2 to 100), there is a need for
an increased number of redundant FEC packets to provide
error resiliency against the channel. If the deadline time is
fixed, for a given number of transmission attempts, the time
constraint is satisfied by limiting the number of redundant
FEC packets. This puts an upper bound on the number of
redundant FEC packets that must be generated, to avoid any
packet dropping at the decoder buffer caused by violation
of the deadline time constraint. The total number of FEC
packets injected in the video stream, when the probability of
packet error is varied from 10−2 to 100, is shown in Figures
5(a), 5(b), and 5(c), for the three video sequences Akiyo,
Container, and Foreman, respectively. It is seen from Figure 5
that the number of redundant FEC packets increases when
the channel condition worsens because these redundant FEC
packets are required to provide error-resiliency against the
bad channel. Clearly, an increase in the number of redundant
FEC packets translates to an increase in the network load.
It is concluded from Figure 5 that the proposed framework
imposes less packet loading on the network than when it
is not used, the advantage becoming significant under bad
channel conditions. The reduced loading is attributed to the
limit placed on the number of transmission attempts for each
packet.

3.3. Dynamic Buffer Optimization. To satisfy the buffer
constraints at the application layer, the proposed video
streaming framework adapts the video bit-rate according
to the current network conditions. For example, under the
moderate channel condition (μ = 10−2) when the buffer
requirements of the three test video sequences are compared,
it is seen in Figure 6 that the average buffer requirement for
the dynamically stabilized buffers (labeled as w/ proposed
framework) drops by almost an order of magnitude as
compared to the fixed buffers (termed as w/o proposed
framework). The reduction in buffer size is attributed to
the fact that the buffer sizes are now calculated in real-
time for each video frame instead of being fixed at a worst-
case value when the proposed framework is not enabled.
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Figure 7: Objective video quality of the three test sequences, (a)
Akiyo, (b) Container, (c) Foreman.
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Figure 8: Subjective quality test for three test video sequences.

A comparison of the predicted buffer sizes for the three
test video sequences reveals that the video sequences with
high motion content tend to require a larger buffer space,
when the proposed cross-layer optimization is not used. This
dependence of buffer sizes on the video motion category
makes a fixed allocation of buffer space highly inefficient
because the application layer buffers must be provisioned
for the worst case (i.e., for the videos with the highest
motion content). On the other hand when the proposed
framework is used, it is seen in Figure 6 that the average
buffer size requirement at the decoder is independent of
the video motion category. This is due to the fact that the
dynamic buffer allocation scheme takes advantage of RD
optimization at the application layer, for example, a large
QP (typically 40, in JM software encoder for H.264) is used
for the videos with high motion content to encode the
video frames (in contrast to QP values of 20–30 for the
slow-medium motion categories), when the target bit-rate is
specified.

3.4. Objective and Subjective Video Quality. Peak-signal-to-
noise-ratio (PSNR) is the most commonly used metric to
measure the quality of reconstruction in image compression
and is therefore used in this paper as a measure of
objective video quality. Figures 7(a), 7(b), and 7(c) show the
improvement in PSNR with the proposed framework for the
three test video sequences Akiyo, Container, and Foreman,
respectively. The three scenarios described in Section 3.1 are
considered. When the channel condition gets worse (i.e.,
μ goes beyond 10−1), the proposed cross-layer framework
performs 3-4 dB better in terms of PSNR than the case
when no such cross-layer-based approached is used. This
improvement is more or less the same in all the three test
video sequences. The performance improvement is due to
the fact that in the case of bad channel condition, the less
number of FEC packets added per frame guarantees the non-
violation of the deadline time constraint. The video frames
rendered to the client device without being dropped causes
the increase in PSNR. Moreover, the application layer-based



12 Journal of Computer Systems, Networks, and Communications

10

15

20

25

30

35

40

P
SN

R
(d

B
)

1/90 1/60 1/30 1/20

Deadline time (s)

Akiyo w/
Akiyo w/o
Container w/

Container w/o
Foreman w/
Foreman w/o

Figure 9: Effect of deadline time on received video quality.

optimization also lowers the video bit-rate for bad channel
conditions, thereby reducing the number of video packets
and giving high probability of transmission without a packet
getting dropped. For comparison, we also consider a partial
cross-layer-based framework, where only the data-link layer-
based optimization is achieved. It is concluded from the
results in Figure 7 that for the bad channel condition (e.g.,
μ = 5 × 10−1), the application layer based rate adjustment
in the proposed framework contributes up to 1 dB of
improvement in PSNR, while the rest of approximately 2 dB
PSNR improvement (totaling to approximately 3 dB) comes
from the data-link layer optimization. This shows that under
worse channel condition, most of the PSNR gains come from
the data-link layer optimization. This result is consistent
with Figure 4, where the data-link layer optimization exhibits
higher packet processing time. The foregoing confirms that
the proposed framework demonstrates a tradeoff between
the PSNR gain and the increase in packet processing
time.

We also assess the subjective quality of the three test video
sequences and the results are shown in Figure 8. The source
format is qcif (quarter common intermediate format), where
the pixel values are 176 × 144. Without loss of generality,
frame number 50 of each test video sequence is arbitrarily
chosen, which is in the middle of the 100 frame test video
sequences. Figures 8(a), 8(b), and 8(c) are the reference
video frames of the video sequences Akiyo, Container, and
Foreman, respectively, and are given here for comparison
purpose. Figures 8(a’), 8(b’), and 8(c’) are the screenshots of
the three test video sequences when they are reconstructed at
the decoder under the channel error of μ = 5× 10−1, and in
the absence of the proposed framework. The degradation in
video quality is visible, meaning that the viewers will have
poor quality of experience watching the video. When the
cross-layer-based framework is used for video streaming, it is
seen in Figures 8(a”), 8(b”), and 8(c”) that the errors are very
limited as the erroneous bottom parts of Figures 8(a”) and
8(b”), and the top left part of Figure 8(c”) cannot be easily
recognized. The corresponding PSNR values and the gain in
PSNR with the proposed framework are listed in Table 1.

Table 1: PSNR values (in dB) for the subjective quality test.

Akiyo Container Foreman

Original (dB) 40.041 36.644 32.648

μ = 0.5, w/o CL (dB) 32.978 28.963 24.824

μ = 0.5, w/ CL (dB) 36.671 32.703 27.878

w/ versus w/o CL Gain (dB) 3.393 3.740 3.054

3.5. Impact of Deadline Time on Video Quality. When the
temporal resolution is controlled at the decoder, such that
the rate at which the video frames are rendered at the client
terminal be reduced for the bad channel condition, the
value of deadline time Tdl increases, thereby relaxing the
constraint of Ttot ≤ Tdl. For the bad channel condition, that
is, μ = 5 × 10−1, the effect of deadline time on the three test
video sequences in terms of video quality (PSNR) is given
in Figure 9. The label-suffixes w/ and w/o in Figure 9 refer
to the scenarios where the simulations are conducted with
and without the proposed framework, respectively. Clearly,
decreasing the deadline time adversely affects the output
video quality due to the increased likelihood that more video
frames would violate the time constraint and dropped. For
example, from Figure 9, at a deadline time of 1/60 second,
the achieved PSNR gain is about 1 dB for the three test
sequences. On the other hand, increasing the deadline time
to 1/20 seconds leads to better video quality, as a gain of
approximately 3.5 dB is observed in all the three test video
sequences. An increased deadline time allows more number
of FEC packets to be added on the transmitted video stream,
for a given Rmax. However, when temporal resolution is
decreased to increase the deadline time, it must be done
with caution because the human eye can detect flickering at
reduced frame rates.

4. Conclusion

In this paper, the buffer constraint at application layer
is jointly considered with time constraint at data-link
layer, leading to an optimized solution of transcoding and
transmitting the H.264 video stream over an IEEE 802.11-
based wireless network. The four key elements of the
proposed framework are channel estimator, buffer controller,
transcoding controller, and FEC/ARQ controller. The pro-
posed model is fully adaptive to the changes in the network
conditions and size of the video frames. Simulation results
clearly establish the validity of the proposed model, as video
quality is improved (up to 3 dB, under bad channel condi-
tion) with a minimal increase in packet processing time (less
than 5 percent). Moreover, the proposed framework imposes
less packet loading on the network than when it is not used,
as the number of redundant FEC packets are reduced by up
to 50 percent under bad channel condition. This shows the
effectiveness of the proposed framework in maximizing the
available resources for background traffic. The application
layer buffer requirements are also dropped by almost an
order of magnitude when the proposed framework is used as
compared to the case where it is not implemented, thereby
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decreasing the memory requirement. It is concluded that
the proposed framework will support efficient streaming of
video over IEEE 802.11 wireless networks.
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