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With the reliance of humans on mobile smart devices that have wireless communication, modules have significantly increased
in recent years. Using these devices to communicate with the survivors during a disaster or its aftermath can significantly
increase the chances of locating and saving them. Accordingly, a method is proposed in this study to extend the lifetime
of the nodes in a Mobile Ad Hoc Network (MANET) while maintaining communications with the nearest base station
(BS). Such a methodology allows the rapid establishment of temporary communications with these survivors, as restoring
the complex infrastructure is a time-consuming process. The proposed method achieves the longer lifetime of the network
by balancing the load throughout the nodes and avoids exhausting those with limited remaining energy. The proposed
method has shown significant improvement in the lifetime of the MANET while maintaining similar Packet Delivery Rate
(PDR) and route generation time, compared to existing methods.

1. Introduction

Reliance on smart mobile devices, such as smartphones and
tablets, has rapidly increased in recent years, according to
the enormous number of services that are being provided
through these devices, besides traditional communication
services [1–3]. These devices are mainly connected to two
types of wireless networks, a cellular network that provides
basic communication services, such as phone calls, messag-
ing, and internet, and Wi-Fi networks, which provide much
less-expensive internet, compared to cellular data [4–6]. Pro-
viding these networks requires intense infrastructure to con-
nect these devices to the other parts of the networks and the
internet. This infrastructure provides an access point, i.e.,
base station (BS), for each device to connect it to the remain-
ing parts of the network and other networks [7].

Such infrastructures can suffer from severe damages
when a disaster, such as wars, natural disaster, and terror-
ist attacks, occurs. Reestablishing these networks is a time-
consuming process, according to the complexity and
intensity of the required infrastructure to reestablish com-

munications. Moreover, the importance of these commu-
nications during such a disaster, or during the aftermath,
is significant to establish communications with any survi-
vors or those in need of assistance. Thus, a wireless ad
hoc network (WANET) can be established by using the
same devices as nodes to deliver the data packets to the
nearest online BS. Moreover, as these devices are hand-
held and according to the high possibility that the owners
of these devices are on the move, to escape the disastrous
area, Mobile Ad Hoc Network (MANET) is more suitable
to such a scenario [8, 9].

With the absence of the infrastructure and the use of
mobile nodes to route the packets, finding the optimal
route has raised as an emerging problem. Several studies
have used overlay network technology [10–12] to route
the packets in a hybrid network that uses MANET to
establish communications with a base station. These
methods are presented as improvements to the standard pro-
tocols with the aim of preventing crashing in these networks.
However, these methods mainly are aimed at optimizing
energy consumption [13, 14] or focusing on three-layered
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routing to optimize the packet flow by reducing the routing
overhead [15–18]. Recently, a Software Defined Network
(SDN) has attracted significant attention in optimizing the
routing in such networks [19–23].

Naser and Kadhim [19] present three SDN-based routing
methods for MANETs. The aim of the proposed method
is to reduce the power consumption in the network by
minimizing the routes the data travel through, in a clus-
tered MANET. However, despite the relatively improved
network lifetime, emphasizing on reducing power con-
sumption can exhaust the resources available on certain
nodes. If such nodes are located in key-positions, in which
a lot of traffic is routed through these nodes to shorten
their paths, these nodes can die significantly faster than
when the loading is distributed on multiple nodes. Using
slightly longer paths to reduce the loading on certain
nodes can maintain a larger number of nodes alive for a
longer time, despite the possibility of increasing the end
to end (E2E) delay of packets. However, extending the life-
time of each and every node in the MANET is a very
important aspect in disastrous scenarios, as these nodes
are used to establish communications with their owners.

In addition to the extension of the lifetime of the nodes in
the MANET when the loading is distributed among the
nodes, the results of the experiments conducted by Poulara-
kis et al. [24] show that the use of backup paths has been able
to improve the performance of the networks. Poularakis et al.
[24] propose a hybrid routing method that allows the SDN
controller to define the routes but also allows the nodes to
make their own decision whether to follow that route or
adapt to the current state of the network. This method is
intended to be used by tactical networks, in which communi-
cations among the devices at a certain geographical area are
more intense than those with squads in other areas. Hence,
this method is aimed at maintaining communications within
reachable devices even if the communications with the SDN
are no longer available. However, in a disastrous scenario,
communications among isolated devices are useless, unless
one of these devices can reach a BS to deliver the messages.

The method proposed by Lee [8] uses deep learning to
classify the node degree in order to assign virtual routes. This
method is proposed to establish communications among
MANET nodes in ad hoc topology to establish communica-
tions with the nearest BS during a disaster. Accordingly, this
method considers the connectivity of the nodes as the utmost
important factor. However, this method does not take the
energy remaining at each node into consideration when pro-
ducing the routes. Hence, it is possible that this method
assigns a route through a node with very low remaining
energy despite the ability to use another route that can avoid
exhausting this node. Moreover, this method supposes a lim-
ited movement speed of the node (0-3 km/h), which may not
be the case when people are escaping certain disasters. The
speed limitation is according to the use of a feed-forward
neural network in the classification task, which cannot take
into consideration historical data that can accurately repre-
sent the movement of the nodes.

Kadam and Srivastava [25] proposed a routing method
for wireless sensor networks (WSNs) based on Q-learning,

i.e., reinforcement learning. This method takes into consider-
ation the energy remaining at each node and has been able to
significantly improve the lifetime of the network, by avoiding
the use of nodes with low remaining energy in routing
packets, as long as alternative routes exist. However, the
nodes in the WSN are considered static in this method, so
that it cannot be applied in MANETs. Moreover, this routing
method requires each node to make a decision for each
incoming packet, based on its destination, which can in
return be a power-consuming task. However, as the data in
WSNs may flow from one node to another; i.e., there is no
sink node that collects all data; maintaining a routing table
is important for each node.

Based on this review, the methods that exist in the litera-
ture have addressed the problem of establishing temporary
communications using MANETs, even by using deep learn-
ing [8] and reinforcement learning [25]. However, these
methods can handle networks with limited speed of nodes,
which may be a dramatic limitation to these methods as sur-
vivors tend to flee the location of a disaster as fast as possible.
Moreover, despite the ability of certain methods [19, 24] to
minimize the power consumption of MANETs by using the
shortest possible paths, such aim can exhaust certain nodes
in the MANET, which can affect the lifetime of these nodes,
despite the extension of the network’s lifetime. Thus, in order
to maximize the chances to locate and save survivors, it is
important to extend the lifetime of the MANET, taking into
consideration maximizing the lifetime of each individual
node in the network.

In this paper, we proposed a new SDN-based routing
method for MANETs. The proposed method is aimed at pro-
viding temporary communications to devices in a disastrous
area, during the disaster of the aftermath. The established
temporary network uses ad hoc topology, in which each node
may act as a hop in the route to deliver a certain packet initi-
ated from another node. Mainly, the proposed method is
aimed at extending the lifetime of the nodes in the network
for the maximum possible lifetime by avoiding exhausting
the resources of certain devices as long as alternative routes
are available, in addition to emphasizing the connectivity of
each node. The use of alternative routes also allows multiple
sources to communicate with the BS simultaneously, as no
bottleneck nodes exist in the network. Moreover, the pro-
posed method takes into consideration the movement of
the nodes in the area, regardless of their speed. Such a consid-
eration can be achieved by collecting and using historical
data, which allows predicting the future position of the node
based on its speed and trajectory.

2. Materials and Methods

2.1. Overview of the Proposed Method. The proposed method
requires the existence of a BS that can handle all the required
applications to the devices in the network. Then, the devices
in the disastrous area act as nodes to create a MANET, in
which all devices aimed at connecting to the BS, which makes
it the sink node. In case that all the nodes are out of the range
of the BS, an additional node can be positioned in the region
to close such a gap. However, the proposed method considers
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that a virtual connection exists between the BS from one side
and each device from another, directly or through one or
more nodes. This requirement is based on the fact that all
devices must connect to the service provider in order to
deliver their messages. Local networks that cannot reach BS
have no importance as the devices in these networks cannot
deliver their messages to the service provider. Hence, a dedi-
cated server can be located at the BS side, as all BSs are
already connected to each other using the infrastructure built
prior to the disaster, in order to communicate with the nodes,
collect their information, and control the packets flow in the
network, as shown in Figure 1.

2.2. Network Initialization. Initially, the proposed method
collects information about the nodes in the MANET in order
to produce the optimal routes for each node to establish com-
munications with the BS. This discovery uses a reverse-
routing approach, which is an inefficient routing method that
relies on reversing the path that a packet travels from the BS
to the node. First, a “Hello” packet is sent from the BS to all
the nodes that are within its range. Each node then forwards
the packet to all adjacent nodes, i.e., within its range. If the
packet is received by a node that already has received it from
another node, the packet is dropped. Otherwise, the node
sends an acknowledgment to the node that delivered the
packet and appends its ID to the packet and forwards it to
the nodes within its range. If the node receives an acknowl-
edgment from the nodes is has sent the packet to, it waits
for a response from that node, as the node has received the
Hello packet but still discovering further nodes. Otherwise,
the node sends back its position, range, and remaining energy
(percentage) to the node that delivered the Hello packet. This
node appends the data received from all the nodes that have
acknowledged the arrival of the hello packet and adds its own

information then sends it to the node the delivered Hello
packet. This process is repeated until all the nodes’ informa-
tion is delivered to the BS, as shown in Figure 2.

2.3. Deep Reinforcement Learning. The main aim of rein-
forcement learning (RL) is to recognize the outcome of each
action an agent can execute in a certain environment, based
on the state of the agent in that environment [26]. Theoreti-
cally, the agent attempts all possible actions per each possible
state in the environment, so that the action that produces the
best outcome is executed during the runtime of the agent.
However, especially in complex environments, it is impossi-
ble to replicate all the possible states during the training of
the agent. Thus, an approximation function is required to
predict the outcome of each action based on the state of the
agent, so that even the outcome of the possible actions for
states that the agent has not been through during the training
can be predicted based on similar states that the agent has
been through.

According to the outstanding performance of artificial
neural networks in approximating complex functions, these
networks are being used by RL agents to solve the problem
of predicting outcomes of the possible actions for a certain
state that is not included in the training. The state of the
agent is fed to the neural network, and the outcome, denoted
as Q, of each action is collected from the output. During the
training, the reward that represents how good the response
of the environment is for a certain action is used to train
the neural network, by assigning this value to the neuron
correspondent to the selected action. As the neural net-
work has no initial knowledge about the environment,
random actions are executed and used to train the neural
network. As more knowledge is gained, the selected
actions start to rely on the predictions of the neural

BS1

BS3

BS2

Wired Link
Wireless Link

Wireless ad hoc Link
Mobile node

Figure 1: A sample hybrid wireless ad hoc network.
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network, by selecting the action that the neural network
predicts to have the highest reward, i.e., Q, value. The
selection of the action, random or based on the neural
network, is governed by a value, denoted as epsilon, that
starts with a high value and is reduced as the neural net-
work gains more knowledge. A random number generated
and compared to the epsilon and a random action is
selected if the random number is less than epsilon; other-
wise, the action that has the highest Q value from the neu-
ral network is selected.

In some applications, such as routing, the outcome of an
action cannot be recognized immediately. Alternatively, a
series of actions must be conducted before evaluating the
response of the environment, i.e., whether the packet is deliv-
ered or not. Thus, in such a scenario, the training of the neu-
ral network is postponed until all the required actions are
executed and a reward is provided by the environment. Then,

depending on the importance of each action, based on its
position in the series, the reward value is discounted using
a discount factor and used to train the executed action at
the state it is executed in. A higher discount factor, close to
one, indicates that the position of the action has less impor-
tance; i.e., earlier actions can have the same influence on
the outcome as the recent ones. Such a high value is suitable
for the required application, i.e., routing packets in MANET,
as the selection of each hop can have equal influence on the
selected route.

Traditionally, a Deep Q-Network (DQN) is used to pre-
dict the Q value of each action at a certain state, which repre-
sents the reward value expected from the environment at that
state if the corresponding action is selected. Further improve-
ment to the performance of RL is proposed by branching the
last hidden layer into a group of neurons, equal to the num-
ber of possible actions, and a single neuron [27], as shown in

BS
1

2

3

3

4
4

4

5

5
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8 9

10

6

Figure 2: Propagation of the “Hello” packet and replies from the nodes.

(a)

(b)

Figure 3: DQN and dueling Q-Network: (a) traditional DQN and (b) improved dueling Q-Network [27].
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Figure 3. Then, the output layer adds the value outputted by
the single neuron, which represents the quality of the state
the agent is currently at, to each value in the action group
of neurons. Hence, the number of neurons in the output
layer is equal to the number of actions and the outputted
values also represent the Q value per each action. How-
ever, the use of the average of Q values to describe the
state of the agent can be beneficial to evaluate being in
that state, as overall, as well as the ability to evaluate each
action whether to improve the state of the agent or worsen
it. Thus, better training can be provided to the neural net-
work, which also improves the predictions collected from
it during runtime.

Several types of neural networks exist, which have shown
different capabilities of processing different types of inputs.
For instance, if each input is characterized using a one-
dimensional feature vector, fully connected; i.e., dense, neural
networks have shown good performance processing such
inputs, in terms of complexity and quality of predictions.
Recurrent Neural Networks (RNN) have shown better per-
formance handling time-series data, in which the positions
of the values influence the characteristics of the input. More-
over, Convolutional Neural Networks (CNN) have shown
significantly better performance in processing three- and
four-dimensional inputs, such as images. This type of neural
networks convolutes two- or three-dimensional filters over
the input to detect multidimensional features, based on the
number of dimensions of the filters.

2.4. MANET Representation and Neural Network
Implementation. An accurate and efficient representation of
the environment to the agent can significantly improve its
performance, by providing accurate predictions rapidly.
Accordingly, only information relative to the routing task is
collected from each node, which is sent by the node in a reply
to the “Hello” message that is sent by the BS during the net-
work initialization. The data required from each node are as
follows:

(i) The position of the device: all modern devices are
equipped with a positioning system, mostly based
on the Global Positioning System (GPS), which can
provide the coordinates of the device with high
accuracy.

(ii) The remaining energy: all smart devices measure
and display the percentage of the energy remaining
in their energy sources, mostly batteries. This value
is also sent to the BS in percentage.

(iii) Range: this is the distance that the wireless module
on the device can achieve, as these devices are
equipped with different communication modules
that can achieve different ranges.

As the nodes in the MANET are moving, the position can
change over time and the faster the node is moving the more
change in position is detected in a fixed time window.

0.0 0.0

0.0 0.0

0.0 0.0 0.0

0.0
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0.0 0.0

0.0 0.0
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Figure 4: Sample slices of the 512 × 512 × 3 energy array, which shows the rate of change in the remaining energy and the movement of the
node.
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Figure 5: Illustration of the array that represents the ranges of the nodes.
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Moreover, the remaining energy can also be changing over
time, mainly decreasing, as the device is being used. Thus,
it is important to represent the changes in these two
values to the implemented neural network. However, to
maintain efficient representation, i.e., to avoid providing
huge data that require intensive processing, a single array
is used to represent both changes. This array has dimen-
sions of 512 × 512 × 3. The last three energy measurements
are mapped according to the position of the node at the
time the energy is measured, as shown in Figure 4, which

shows that the neural network can detect the movement of
the node N1, as well as the change in its remaining energy.

Another array is also used as the input of the neural
network, which represents the current position of the
nodes in the MANET. To emphasize these positions and
allow the neural network to exploit this input at several
levels, and all the values in this array are set to zero,
except the mapped positions of the nodes in the network,
which are set to ones. Hence, this layer has 512 × 512 × 1
dimensions. Another array is created to represent the
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Figure 6: Positioning of the source node, base stations, and the node that the packet is currently at.
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range that each node can reach, mapped to the 512 × 512
dimension. This array is also filled with zeros before set-
ting a circle filled with ones around each node, based on
its mapped range. Thus, the ranges of nodes that can com-
municate with each other interfere as shown in Figure 5.

Additionally, three arrays are created, each has a dimen-
sion of 512 × 512 × 1 and all are filled with zeros except the
position of the source node in the first array, the position of
the BSs, i.e. sink nodes, in the second layer and the position
of the node that the packet is currently at, as the proposed
method predicts the next-hop once per each prediction.
Finally, an array is created and the ratio between the numbers
of routes that pass through each node to the total number of
nodes is calculated, up to the current routing step. Figure 6
summarizes these three arrays for the current routing task
of the sample MANET shown in the same figure.

Inspired by the U-net neural network [28], the neural
network implemented for the proposed method uses a simi-
lar approach, in which the input of the neural network and
the outputs of certain layers are appended to the inputs of
the layers closer to the output layer, as shown in Figure 7.
This approach allows the proposed neural network to con-
sider the characteristics of the MANET, especially the exact
positions of the nodes, in the outputted values.

The neural network that is implemented for the proposed
method consists of three main parts. The first part processes
the 512 × 512 × 3 array that represents the energy change in

energy and position, extracts the required features, and
produces a 512 × 512 × 1 array, as shown in Figure 8. Two
convolutional layers, one two-dimensional and one three-
dimensional layers are used, where the three-dimensional
layer uses a filter with a size of 1 × 1 × 64 to summarize the
64 features detected by the 64 two-dimensional filters to pro-
duce the required shape. The outputted array is then
concatenated with the remaining inputs to produce a single
512 × 512 × 6 array.

The output of the concatenation layer is then processed
by a CNN similar to the structure of the standard U-net but
uses the “same” padding techniques, in which the dimension
of the output array is identical to the input one. Such output
is achieved by padding the image with additional zeros, i.e.,
extending the dimension of the input array, according to
the size of the filters in the convolutional layer. Figure 9 sum-
marizes the structure of the implemented neural network.

The output of this part of the neural network is then for-
warded to the network shown in Figure 10. The output of this
part, which is the output of the entire neural network, con-
sists of two components, a two-dimensional array “Hop”
and a single value “State.” The value outputted by the “State”
neuron represents the overall quality of the agent when being
at that state. For instance, packets currently in nodes closer to
the BS are expected to have higher “State” value. Moreover,
the values in the output of the “Hop” layer represent the
advantage of forwarding the packet to any position in the

Energy: InputLayer
input: [(?, 512, 512, 3)]

[(?, 512, 512, 3)]output:

EnergySummery: Conv2D
(?, 512, 512, 3)
(?, 512, 512, 64)

input:
output:

reshape: Reshape
(?, 512, 512, 64)

(?, 1, 512, 512, 64)
input:

output:

conv3d: Conv3D
(?, 1, 512, 512, 64)
(?, 1, 512, 512, 1)

input:
output:

reshape_1: Reshape
(?, 1, 512, 512, 1)
(?, 512, 512, 1)

input:
output:

Positions: InputLayer
input: [(?, 512, 512, 1)]

[(?, 512, 512, 1)]output:

concatenate: Concatenate
input: [(?, 512, 512, 1), (?, 512, 512, 1), (?, 512, 512, 1), (?, 512, 512, 1), (?, 512, 512, 1), (?, 512, 512, 1), (?, 512, 512, 1)]

(?, 512, 512, 7)output:

SourcePosition: InputLayer
input: [(?, 512, 512, 1)]

[(?, 512, 512, 1)]output:

Ranges: InputLayer
[(?, 512, 512, 1)]
[(?, 512, 512, 1)]

input:
output:

BS_Position: InputLayer
input: [(?, 512, 512, 1)]

[(?, 512, 512, 1)]output:

CurrentHop: InputLayer
input: [(?, 512, 512, 1)]

[(?, 512, 512, 1)]output:

Loading: InputLayer
input: [(?, 512, 512, 1)]

[(?, 512, 512, 1)]output:

Figure 8: Processing of the energy array and concatenation with the remaining inputs.
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region. However, according to the use of the positions array
in the input and by considering avoiding outputting values
at positions that do not contain a node, the output that has
the maximum value is expected to be located on a position
of a node. Nevertheless, the proposed method selects the
node closest to the position that has the highest output to for-
ward the packet to.

2.5. Training the CNN and Routing the MANET. As illus-
trated earlier, RL has the ability to postpone the training
process until all the required actions are executed and a
reward value can be calculated. Thus, the proposed neural
network is used to route the packets and then a reward is
calculated based on the performance of the MANET using
the selected routes. To define the route that the packets
must follow from a certain node to the BS, the informa-
tion received with the “Hello” message is fed to the neural
network. Initially, the position of the value one in the
array that represents the current hop the packet is at is
identical to the array that represents the source packet.
The position of the node nearest to the maximum value
in the output of the Hop layer is then selected as the next
hop. The position of the value one is then mapped according
to the newly selected node and fed to the neural network until
a node that is directly connected to the BS is reached. When
the route is defined, the information is sent to each node
involved in the selected path, indicating that any packet
incoming from the source node must be forwarded to the
designated node.

When a node loses connection to one of the other nodes
that exist in its routing table, this node instantly sends the
same set of information to the nearest node that also exists
in its routing table, which is used to route packets incoming
from other nodes. If such a node does not exist, it sends the
information to the nearest available node, in order to update
the BS with the new position and to request a new route.
Additionally, the proposed method also sends periodic
“Hello” messages in order to discover any newly connected
devices and update the positions of the existing nodes. This
allows updating and producing the required 512 × 512 × 3
array that reflects the changes in the energy and position.

When a node is selected based on the predictions of the
neural network, the selection is validated against the path
defined so far. If the node is found to exist in the path, the
neural network is trained immediately with a reward value
of -1, i.e., a punishment, and a new prediction is collected.
This ensured avoiding producing loops in the network,
which can dramatically reduce the performance of the net-
work. As the aim of the proposed method is to extend the
lifetime of each device in the network and maintain their
connectivity, the reward value is calculated based on these
factors, as shown in Equation (1). The exact same network
is routed using the standard Ad hoc On-Demand Distance
Vector (AODV) protocol, and the performance of the
MANET is measured based on the lifetime of the device that
dies first and the Packet Delivery Rate (PDR). According to
the formula, a reward of one is used to train the neural net-
work if it achieved identical performance to the use of
AODV. Any additional improvement in the performance

increases the reward value, while any lower performance
reduces the reward value. Accordingly, the proposed method
learns to improve the overall performance of the MANET,
without emphasizing one factor over the other, which is the
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Figure 9: Structure of the part of the implemented CNN similar to
the U-net.
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reason behind multiplying each performance measure by the
other from the AODV-based performance.

R = LAODV × PDRRL + LRL × PDRAODV
LAODV × PDRAODV

, ð1Þ

where the LAODV and PDRAODV are the lifetime and PDR of
the AODV-based MANET and LRL and PDRRL are the life-
time and PDR for the MANET using the proposed RL-
based routing method.

3. Results and Discussion

A model is implemented for the proposed method using
Python programming language, in which the Tensorflow
library is used to implement and operate the neural network.
The Sim2Net (https://pypi.org/project/sim2net/) library is
used to simulate the wireless sensor networks and interact
with the proposed model that is responsible for routing the
packets in the network. This implementation allows direct
interaction between the simulated wireless network and the
implemented rout selection model; i.e., the node vectors are
directly collected from the network and processed by the
model, in order to recognize the optimal route. Mainly, the
performance of the proposed method is validated by compar-
ing the performance of the network when the proposed
method and three of the standard and widely used routing
protocols in MANETs are used. These protocols are the Ad
hoc On-Demand Distance Vector (AODV) [29], Optimized
Link State Routing (OSLR) [30], and Zone Routing Protocol
(ZRP) [31]. The main parameters of the simulated network
are shown in Table 1.

3.1. Packet Delivery Rate (PDR). As illustrated in the experi-
mental setup, the performance of the proposed method is
evaluated using fifteen different scenarios, according to the
existence of three numbers of mobile nodes and five numbers
of base stations; i.e., per each number of base stations, the
three numbers of mobile nodes are evaluated. Per each sce-
nario, the ratio between the numbers of packets that are
delivered to the base stations to the total number of packets
initiated by the mobile nodes is measured for the proposed
method, as shown in Figure 11. These results show that the
proposed method has been able to maintain similar perfor-
mance when the network has a high density of nodes. Such
behavior is according to the existence of several alternative
routes that the proposed method can use to deliver the
packet. Additionally, the probability of delivering a packet
is also increased when the number of base stations in the
region is increased. The existence of these stations also allows
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Figure 10: Processing the output of the U-net-similar part to achieve dueling Q-learning.

Table 1: Parameters of the experimental setup.

Parameter (unit) Value

Simulation time (sec) 300

Pause time (sec) 60

Data type Constant Bit Rate (CBR)

Size of each packet (byte) 512

Network area (m2) 3000 × 3000
Range of each node (m) MN: 375, BS: 375

Number of nodes MN: [50, 100, 150], BS: [1–5]

Energy (joule) MN: 1, BS: unlimited

Packet transmission energy (joule) 5 × 10-9

Nodes movement Random walk

Maximum node speed (km/h) 10
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more flexibility to deliver the packet, by providing more pos-
sible routes.

3.2. Route Discovery Time. As each node waits for the
remaining nodes that are in its range and have not received
the “Hello” message from the base station to discover their
network and reply back to that node, the arrival of the nodes

vectors from a certain node indicates that all the network
behind that node is discovered. Accordingly, when the base
station receives the node vectors from all the nodes that are
directly connected to it, network discovery can be considered
complete and the routing table generation process can be ini-
tiated. As shown in Figure 12, in addition to the lower time
required by the proposed method to discover and assign a
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route to each node in the network, the relation between the
time and number of nodes is almost linear and irrelative to
the number of base stations. Such a relationship is according
to the fact that the input to the neural network contains all
the information of the network, so that the neural network
requires no additional processing if an additional base station
exists. However, as increasing the number of nodes in the
network increases the number of routes to be discovered,
the proposed method requires additional time to discover
these routes. Similar behavior is noticed in the OLSRv2 pro-
tocol, despite the significantly higher discovery time, which is
the highest among all protocols.

In contrast, the time required by the AODV protocol to
discover the routes is exponentially dependent on the num-
ber of nodes in the network and the number of base stations.
Such an increase in time is according to the need for route
discovery per every query, so that more computations are
required when more nodes exist in the network, according
to the additional traffic generated by the nodes. Similarly,
the number of zones is also increased when the number of
nodes is increased while using the ZRP. Hence, the time
required to discover the routes increases significantly when
additional nodes are added to the network. Thus, in terms
of route discovery time, the proposed method has been able
to achieve significantly better performance, especially by
maintaining similar times even when the number of base sta-
tions is increased; i.e., more possible routes exist in the
network.

3.3. Network Lifetime. Extending the lifetime of each node in
the network is the main aim of the proposed method, accord-
ing to the significant importance of this extension to main-
tain communications during or after the disaster for as long
as possible. Accordingly, this experiment evaluates the life-
time of these devices by monitoring the energy of each node.
When the energy of one of the nodes becomes less than the

energy required to transmit a data packet, the node is consid-
ered dead. The lifetime of the network is measured between
the initialization of the network and the loss of the first node.
Accordingly, the simulation is not governed by any interval
and continued until one of the nodes exhausts all its energy.
As shown in Figure 13, the proposed method has been able to
extend the lifetime of the nodes, which indicates that the
loading has been balanced among the nodes, to avoid
exhausting the resources of certain nodes. However, the gap
between the lifetimes of the networks with different numbers
of nodes is larger at a lower number of base stations. The lack
of alternative routes in such cases is the main reason behind
forcing the proposed method to exhaust certain nodes that
are in the route of the base stations to deliver the packets.
Providing alternative routes, by increasing the number of
nodes or base stations, has been able to significantly improve
the performance of the network when using the proposed
routing method.

4. Conclusions

Establishing communications during a disaster or the after-
math is a vital feature to locate and save any survivors. How-
ever, during such a disaster, the infrastructure that is required
to establish wireless communications, such as cellular, is
most probably affected by a disaster. The establishment of
such an infrastructure is a time-consuming process, which
cannot normally be accomplished during the search and res-
cue operations. Thus, MANETs are being used to establish
temporary communications with the survivors, through their
everyday digital devices. With the limited energy available in
these devices and the need for those devices to route the
packets to the BS, it is important to improve the efficiency
of energy usage, so that the overall lifetime of the MANET
as well as the lifetime of each node is extended to maximum,
to improve the chances of locating and saving the survivors.
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11Applied Bionics and Biomechanics



RE
TR
AC
TE
D

A new routing method is proposed in this paper to effi-
ciently connect the nodes in a MANET to an operating BS
to establish communications with survivors during the
occurrence or the aftermath of a disaster. The proposed
method is aimed at increasing the lifetime of the network
by balancing the loading on the nodes and avoiding exhaust-
ing the ones with limited remaining energy. This aim is
achieved by using RL, in which a neural network considers
the status of the network to predict the route for a node to
the BS. The use of the proposed method can extend the life-
time of the devices, which can significantly increase the
chances of saving lives. In addition to the better lifetime,
the proposed method has been able to achieve similar perfor-
mance, compared to existing routing protocols, in terms of
the PDR and route discovery time. Moreover, as the nodes
in the wireless network are mobile with relatively high
speeds, the proposed method can provide efficient communi-
cations to the search and rescue teams during the search for
and extraction of survivors.

In a future work, the ability to use Generative Adversarial
Networks (GANs) to generate the route directly based on the
inputted state of the MANET is according to the ability of
these neural networks in producing complex multidimen-
sional output. The routes that are going to be used to train
the neural network are going to be generated using the
method proposed in this study. Hence, the same routes can
be generated while significantly reducing the route genera-
tion time.

Data Availability

There have been no data collected during this study. All
evluation was conducted by simulating the networks. Hence,
the same simulation environment can be replicated based on
the parameters described in the paper.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

References

[1] A. Javed, M. A. Shahid, M. Sharif, and M. Yasmin, “Energy
consumption in mobile phones,” International Journal of
Computer Network & Information Security, vol. 9, no. 12,
pp. 18–28, 2017.

[2] R. Fojtik, “The use of mobile devices in education,” New
Trends and Issues Proceedings on Humanities and Social Sci-
ences, vol. 3, no. 3, pp. 41–47, 2017.

[3] T. H. Aldhyani and M. R. Joshi, “An integrated model for pre-
diction of loading packets in network traffic,” in Proceedings of
the Second International Conference on Information and Com-
munication Technology for Competitive Strategies - ICTCS '16,
pp. 1–6, Udaipur, India, 2016.

[4] T. Wang, P. Li, X. Wang, Y. Wang, T. Guo, and Y. Cao, “A
comprehensive survey on mobile data offloading in heteroge-
neous network,” Wireless Networks, vol. 25, no. 2, pp. 573–
584, 2019.

[5] Y. Huo, X. Dong, W. Xu, and M. Yuen, “Cellular and WiFi co-
design for 5G user equipment,” in 2018 IEEE 5GWorld Forum
(5GWF), pp. 256–261, Silicon Valley, CA, USA, 2018.

[6] M. Joshi and T. H. Hadi, “A review of network traffic analysis
and prediction techniques,” 2015, https://arxiv.org/abs/1507
.05722.

[7] F. Anthony, M. Gabriel, and B. Shao, “Open source cellular
technologies for cost effective cellular connectivity in rural
areas,” International Journal of Computer Applications,
vol. 146, 2016.

[8] Y. Lee, “Classification of node degree based on deep learning
and routing method applied for virtual route assignment,”
Ad Hoc Networks, vol. 58, pp. 70–85, 2017.

[9] R. Verma, A. Prakash, N. Tyagi, and R. Tripathi, “A hybrid
wireless ad-hoc network model for critical services,” in 2010
Sixth International conference on Wireless Communication
and Sensor Networks, pp. 1–6, Allahabad, India, 2010.

[10] Z. Li and P. Mohapatra, “QRON: QoS-aware routing in over-
lay networks,” IEEE Journal on Selected Areas in Communica-
tions, vol. 22, no. 1, pp. 29–40, 2004.

[11] Z. Li and Z. Yang, “A wireless ad hoc overlay networks index-
ing mechanism based on petri nets theory,” in 2010 Interna-
tional Conference on Computational Aspects of Social
Networks, pp. 474–478, Taiyuan, China, 2010.

[12] Z. Li and A. Ji-Yu, “A hybrid routing algorithm based on over-
lay network for wireless ad hoc network,” in 2012 Interna-
tional Conference on Industrial Control and Electronics
Engineering, pp. 1138–1141, Xi'an, China, 2012.

[13] Y. Zhong, “Cross layer power efficient cooperative diversity
scheme for wireless hybrid ad hoc networks,” in 2010 Second
International Conference on Communication Software and
Networks, pp. 502–506, Singapore, Singapore, 2010.

[14] A. Antoo and R. Koshy, “Enhanced hybrid drive scheme for
power saving in wireless ad-hoc networks,” 2013 International
Conference on Control Communication and Computing
(ICCC), 2013, pp. 221–226, Thiruvananthapuram, India, 2013.

[15] N. A. M. Maung and M. Kawai, “Hybrid RSS-SOM localization
scheme for wireless ad hoc and sensor networks,” in 2012 Inter-
national Conference on Indoor Positioning and Indoor Naviga-
tion (IPIN), pp. 1–7, Sydney, NSW, Australia, 2012.

[16] N. Zaman, T. J. Low, and T. Alghamdi, “Enhancing routing
energy efficiency of wireless sensor networks,” in 2015 17th
International Conference on Advanced Communication Tech-
nology (ICACT), pp. 587–595, Seoul, South Korea, 2015.

[17] D. Choudhury, D. Kar, K. R. Biswas, and H. N. Saha, “Energy
efficient routing in mobile ad-hoc networks,” in 2015 Interna-
tional Conference and Workshop on Computing and Commu-
nication (IEMCON), pp. 1–7, Vancouver, BC, Canada, 2015.

[18] T. H. Aldhyani, M. Alrasheedi, A. A. Alqarni, M. Y. Alzahrani,
and A. M. Bamhdi, “Intelligent hybrid model to enhance time
series models for predicting network traffic,” IEEE Access,
vol. 8, pp. 130431–130451, 2020.

[19] J. I. Naser and A. J. Kadhim, “Multicast routing strategy for
SDN-cluster based MANET,” International Journal of Electri-
cal & Computer Engineering (2088-8708), vol. 10, 2020.

[20] K. Poularakis, G. Iosifidis, and L. Tassiulas, “SDN-enabled
tactical ad hoc networks: extending programmable control to
the edge,” IEEE Communications Magazine, vol. 56, no. 7,
pp. 132–138, 2018.

[21] K. Liu, J. K. Ng, V. C. Lee, S. H. Son, and I. Stojmenovic,
“Cooperative data scheduling in hybrid vehicular ad hoc

12 Applied Bionics and Biomechanics

https://arxiv.org/abs/1507.05722
https://arxiv.org/abs/1507.05722


RE
TR
AC
TE
D

networks: VANET as a software defined network,” IEEE/ACM
Transactions on Networking, vol. 24, pp. 1759–1773, 2015.

[22] H. I. Alsaadi, A. M. Rafah, O. Bayat, and O. N. Ucani, “Com-
putational intelligence algorithms to handle dimensionality
reduction for enhancing intrusion detection system,” Journal
of Information Science and Engineering, vol. 36, pp. 293–308,
2020.

[23] J. Aparicio, J. Legarda, J. Larrañaga, and J. J. Echevarria,
“Cross-over-net: an energy-aware coordination algorithm for
WANETs based on software-defined networking,” in 2015
23rd International Conference on Software, Telecommunica-
tions and Computer Networks (SoftCOM), pp. 37–41, Split,
Croatia, 2015.

[24] K. Poularakis, Q. Qin, E. M. Nahum, M. Rio, and L. Tassiulas,
“Flexible SDN control in tactical ad hoc networks,” Ad Hoc
Networks, vol. 85, pp. 71–80, 2019.

[25] K. Kadam and N. Srivastava, “Application of machine learning
(reinforcement learning) for routing in Wireless Sensor Net-
works (WSNs),” in 2012 1st International Symposium on Phys-
ics and Technology of Sensors (ISPTS-1), pp. 349–352, Pune,
India, 2012.

[26] V. Mnih, K. Kavukcuoglu, D. Silver et al., “Human-level con-
trol through deep reinforcement learning,” Nature, vol. 518,
no. 7540, pp. 529–533, 2015.

[27] Z. Wang, T. Schaul, M. Hessel, H. Van Hasselt, M. Lanctot,
and N. De Freitas, “Dueling network architectures for deep
reinforcement learning,” 2015, https://arxiv.org/abs/1511
.06581.

[28] O. Ronneberger, P. Fischer, and T. Brox, “U-net: Convolu-
tional networks for biomedical image segmentation,” in Inter-
national Conference on Medical Image Computing and
Computer-Assisted Intervention, pp. 234–241, Munich, Ger-
many, 2015.

[29] C. Perkins, E. Belding-Royer, and S. Das, RFC3561: Ad hoc on-
demand distance vector (AODV) routing, RFC, 2003.

[30] T. Clausen, C. Dearlove, P. Jacquet, and U. Herberg, “The opti-
mized link state routing protocol version 2,” 2014.

[31] Z. J. Haas and M. R. Pearlman, The zone routing protocol
(ZRP) for ad hoc networks (Internet-Draft), Mobile Ad-hoc
Network (MANET) Working Group, IETF, 1998.

13Applied Bionics and Biomechanics

https://arxiv.org/abs/1511.06581
https://arxiv.org/abs/1511.06581



